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2 Trust In Artificial Intelligences

AI also poses considerable risks and challenges to society 
which raises concerns about whether AI systems are 
worthy of trust. These concerns have been fuelled by high 
profile cases of AI use that were biased, discriminatory, 
manipulative, unlawful, or violated privacy or other 
human rights. Without public confidence that AI is 
being developed and used in an ethical and trustworthy 
manner, it will not be trusted and its full potential will 
not be realised2. To echo the sentiment of Dr Alan Finkel 
AO, Australia’s Chief Scientist, acceptance of AI rests on 
“the essential foundation of trust”3. Are we capable of 
extending our trust to AI?

This national survey is the first to take a deep dive into 
answering this question and understanding community 
trust and expectations in relation to AI. To do this, we 
surveyed a nationally representative sample of over 2,500 
Australian citizens in June to July 2020. 

Our findings provide important and timely research 
insights into the public’s trust and attitudes towards 
AI and lay out a pathway for strengthening trust and 
acceptance of AI systems. Below, we summarise the key 
findings. In the conclusion to the report, we draw out the 
implications of these insights for government, business 
and NGOs.

Executive 
summary
Artificial Intelligence (AI) is the 
cornerstone technology of the Fourth 
Industrial Revolution and is enabling 
rapid innovation with many potential 
benefits for Australian society (e.g. 
enhanced healthcare diagnostics, 
transportation optimisation) and 
business (e.g. enhanced efficiency 
and competitiveness). The COVID-19 
pandemic has accelerated the uptake of 
advanced technology, and investment in 
AI continues to grow exponentially1. 
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3Trust In Artificial Intelligence

Trust is central to the acceptance  
of AI, and is influenced by four  
key drivers

Our results confirm that trust 
strongly influences AI acceptance. 
There are four key drivers that 
influence citizens’ trust in AI 
systems: 1) beliefs about the 
adequacy of current regulations and 
laws to make AI use safe, 2) the 
perceived uncertain impact of AI 
on society, 3) the perceived impact 
of AI on jobs, and 4) familiarity and 
understanding of AI. 

Of these drivers, the perceived 
adequacy of current regulations 
and laws is clearly the strongest. 
This demonstrates the importance 
of developing adequate regulatory 
and legal mechanisms that people 
believe protect them from the risks 
associated with AI use.

Australians have low trust in AI 
systems but generally ‘accept’  
or ‘tolerate’ AI

Trust in AI systems is low in Australia, 
with only one in three Australians 
reporting that they are willing to trust 
AI systems. Almost half of the public 
(45%) are unwilling to share their 
information or data with an AI system 
and two in five (40%) are unwilling 
to trust the output of an AI system 
(e.g. a recommendation or decision). 
Many Australians are not convinced 
AI systems are trustworthy. However, 
they are more likely to perceive 
AI systems as competent than 
designed to operate with integrity and 
humanity. 

While many in the community 
are hesitant to trust AI systems, 
Australians generally accept (42%) 
or tolerate (28%) AI, but few approve 
(16%) or embrace (7%) AI. 

Australians have the most 
confidence in Australian universities 
and research institutions, as well as 
defence organisations, to develop 
and use (51 – 55%) and regulate  
and govern AI (45 – 46%). In 
contrast, Australians have the 
least confidence in commercial 
organisations to do this. Only 
about a quarter (24%) have high or 
complete confidence in commercial 
organisations to develop and use AI, 
and less than one in five (19%) have 
high or complete confidence in them 
to regulate and govern AI. This may 
be due to the fact that most (76%) 
believe commercial organisations 
innovate with AI for financial gain, 
rather than for societal benefit. 

Australians expect AI to be 
regulated and carefully managed 

The large majority of Australians 
(96%) expect AI to be regulated, 
but most either disagree (45%) or 
are ambivalent (20%) that current 
regulations and laws are sufficient 
to make the use of AI safe. This 
powerfully highlights the importance 
of strengthening the regulatory and 
legal framework governing AI. 

Most Australians (66%) expect 
government oversight of AI, with  
co-regulation between industry  
and government also a popular 
option (60%). 

All Australians expect AI governance 
challenges to be carefully managed. 
The public view data challenges 
such as fake online content (70%), 
surveillance (69%), data privacy 
(69%), and cyber-attacks (67%) to 
be the most likely to impact large 
numbers of Australians in the near 
future. More than half also viewed 
disease misdiagnosis (56%), HR 
bias (56%), and technological 
unemployment (51%) as likely to 
impact Australian society. 
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4 Trust In Artificial Intelligences

Australians expect organisations 
to uphold the principles of 
trustworthy AI 

The public has very clear 
expectations of the principles 
and related practices they expect 
organisations deploying AI systems 
to uphold in order to be trusted. 
Australians almost unanimously 
expect AI systems to meet high 
standards of: 

  – performance and accuracy 

  – data privacy, security  
and governance

  – transparency and explainability 

  – accountability 

  – risk and impact mitigation 

  – fairness 

  – human oversight.

Most Australians (more than 70%) 
would be more willing to use AI 
systems if assurance mechanisms 
were in place, such as independent 
AI ethics reviews, AI ethics 
certifications, national standards 
for transparency, and AI codes of 
conduct. Organisations can directly 
build trust and consumer willingness 
to use AI systems by supporting and 
implementing these mechanisms.

Australians feel comfortable with 
some but not all uses of AI at work

Most Australians (65 – 79%) are 
comfortable with the use of AI at 
work for the purposes of monitoring 
organisational security, and task 
automation and augmentation. 
However, they are less comfortable 
with the use of AI for monitoring 
and evaluating employees, or in 
recruitment and selection.

Most Australians (59%) disagree that 
AI will create more jobs than it will 
eliminate. In the event that their jobs 
are automated, Australians clearly 
expect advanced notice (93%), 
retraining opportunities (92%), and 
redeployment (89%). This suggests 
that where AI has negative impacts, 
Australians expect support. Meeting 
these expectations will require 
strategic long-range workforce 
planning and investments in re-skilling 
by organisations and government. 

Australians want to know more 
about AI but currently have low 
awareness and understanding  
of AI and its uses 

Only 51% of the public have heard 
about AI in the past year, and most 
(61%) report a low understanding of 
AI, including how and when it is used 
in everyday applications. For example, 
even though 78% of Australians 
report using social media, 59% of 
them are unaware that social media 
apps use AI. The good news is that 
most Australians (86%) want to know 
more about AI. Considered together, 
the results suggest there is both a 
need for, and an appetite for,  
a public AI literacy program. 
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5Trust In Artificial Intelligence

What is AI?
Artificial Intelligence (AI) refers to computer systems that 
can perform tasks or make predictions, recommendations or 
decisions that usually require human intelligence. AI systems 
can perform these tasks and make these decisions based on 
objectives set by humans but without explicit human instructions. 

All sectors of the Australian 
economy are embracing AI. In the 
words of Klaus Schwab, Chairman 
of the World Economic Forum, 
we are entering a fourth industrial 
revolution characterised ‘by a fusion 
of technologies that is blurring the 
lines between the physical, digital, 
and biological spheres’5.

Introduction
Artificial Intelligence (AI) is an increasingly ubiquitous part of the 
everyday lives of Australians that is transforming the way we live and 
work 4. AI is used in a range of applications, such as calculating the 
best travel route to take in real-time, predicting what customers will 
buy, identifying credit card fraud, helping diagnose disease, identifying 
people from photos, and enabling self-driving vehicles.

The benefits and promise of AI for 
society and business are undeniable. 
AI is helping people make better 
predictions and informed decisions, is 
enabling innovation, productivity gains 
and improved efficiency, and lowering 
costs. It is helping protect physical 
and financial security (e.g. through 
fraud detection) and facilitating the 
current global fight against COVID-19. 

The risks and challenges that AI poses 
for society are equally undeniable. 
These include the risk of codifying and 
reinforcing unfair biases, infringing 
on human rights such as privacy, 
spreading fake online content, 
technological unemployment and 
the dangers stemming from mass 
surveillance technologies, critical AI 
failures and autonomous weapons. 
These issues are causing public 
concern and raising questions about 
the trustworthiness and regulation  
of AI systems 6. 

The public’s trust in AI technologies is 
vital for its continued acceptance. If 
AI systems do not prove to be worthy 
of trust, their widespread acceptance 
and adoption will be hindered, and 
the potential societal and economic 
benefits will not be fully realised. 

Despite the central importance of trust 
for the widespread use and acceptance 
of AI in society, to date little is known 
about the Australian community’s trust 
in AI or what influences it. Instead, 
current thinking has been informed by 
supposition, speculation and surveys in 
other jurisdictions. 

This national survey is designed to 
understand and quantify Australians’ 
trust in and support of AI, and to 
benchmark these attitudes over time. 
By taking the first deep dive into 
the question of trust, this research 
provides a comprehensive and 
nuanced understanding of Australians’ 
overall trust in AI systems, as well 
as in specific AI applications in the 
domains of healthcare, policing, 

HR and financial investment. 
These domains represent common 
applications of AI that relate to 
citizens, employees and consumers.

This research provides insights into 
the key drivers of trust, community 
expectations and confidence in 
the regulation of AI, expectations 
of the management of societal 
challenges associated with AI, 
as well as Australians’ current 
understanding and awareness of AI. 
Importantly, the findings provide a 
clear understanding of the practices 
and principles Australians expect 
organisations to use to responsibly 
develop and ethically deploy AI in 
society and the workplace. 

Collectively the research insights 
provide an evidence-based pathway 
for building and maintaining the trust 
and acceptance of AI systems by 
the Australian public. The insights 
are relevant for informing policy and 
practice across all three sectors of 
government, business and non-profits.
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Age Groups

13%

27%

29%

6%

25%
Generation Z 
(18 – 23)

Baby  
Boomer 
(56 – 74)

Millennial
(24 – 39)

Silent  
Generation
(75 – 89)

Generation X
(40 – 55)

Who completed the survey?

Gender

51% 49%
Female Male

How we 
conducted  
the research
We used a research panel to  
collect the data. Research panels 
are commonly used in survey 
research to obtain a group of people 
that are representative of the 
Australian population on specific 
demographic attributes. 
Our sample of 2,575 respondents was nationally 
representative on gender, age and state matched 
against Australian Bureau of Statistics (ABS) data, and 
broadly representative on income and downloading of 
the COVIDSafe app 7. We collected data between 24th 
June and 21st July 2020.

Sample

2,575

State

NT 

<1%
WA 

10%
QLD 

19%SA 

8%

VIC 

27%

NSW 

31%

TAS 

3%

ACT 

2%
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7Trust In Artificial Intelligence

Identification as an ethnic 
minority group

Education

% Downloaded Covidsafe app

Income

68%

9%

22%

1%

 Metropolitan

Rural

Regional

Remote

Area of Residence

Australian National 
University survey*

44%

Current  
Survey

43%

* ANU Survey conducted in May 2020 with a nationally 
representative sample of 3,249 Australians

2% identify as Aboriginal or Torres Strait Islander

13% have taken at least one university-level course in computer science

7% have a computer science or engineering degree

12%

19%

28%

31%

10%

 Postgraduate degree (e.g. Masters, PhD) 

 Undergraduate degree (e.g. Bachelors) 

 Vocational/trade/ technical qualification

Completed Year 12

 Year 11 or lower

  $25,000-$49,999

  $50,000-74,999

   $75,000-$99,999

   $100,000-$149,999

   $150,000-$199,999

  $200,000+

  $0-$24,999

19%

25%

27%

12%

11%

   $150,000-$199,999

  $200,000+

4%

  $200,000+  $200,000+

2%

87%
No

10%
Yes

3%
Prefer 
not to 
say
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8 Trust In Artificial Intelligences

Do Australians 
trust AI?

©2020 The University of Queensland 

©2020 KPMG, an Australian partnership and a member firm of the KPMG global organisation of independent member firms affiliated with KPMG International Limited, a private English company 
limited by guarantee. All rights reserved. The KPMG name and logo are trademarks used under license by the independent member firms of the KPMG global organisation. 

Liability limited by a scheme approved under Professional Standards Legislation.



9Trust In Artificial Intelligence

To answer this question, we asked 
Australians how much they trust, accept 

and support AI in general, as well as 
specific applications of AI. 
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10 Trust In Artificial Intelligences

Most Australians are unwilling  
or ambivalent about trusting AI systems
Many Australians are wary about trusting in AI systems. 
About two in five indicate they are unwilling to trust in AI 
systems in general and about a third report ambivalence. 
Only about a third of Australians report they are willing  
to trust AI systems.

Australians are slightly less trusting of specific AI 
applications (e.g. in healthcare, policing, human resources, 
or financial investment, see Appendix) than in AI systems in 
general, with 46% reporting an unwillingness to trust such 
specific AI applications and 27% reporting ambivalence in 
their trust (see Figure 1). 

Australians are slightly 
less willing to share their 
information with an AI 
system, than to rely on the 
output of an AI system.
We drilled down into two underlying 
components of trust: reliance and 
information sharing.

Reliance 
Assesses people’s 
willingness to rely on an AI 
system’s output, such as a 
recommendation or decision 
(i.e. to trust that it is accurate). 
If people are not willing to 
rely on AI system output, the 
system will not be used.

Information sharing 
Relates to the willingness to 
share information or data with 
an AI system (i.e. to provide 
data to enable the system 
to work or perform a service 
for you). All AI systems are 
trained on large databases, but 
only some require the specific 
user to share information as 
input to function. 

Overall, the results indicate the Australian public are 
ambivalent about trusting AI. In particular, the public 
question whether AI is designed to operate with 
integrity and humanity. Further, the public’s support 
for the development and use of AI systems depends 

on the specific purpose of the AI system. The public is 
somewhat supportive of AI use in general. Of the specific 
AI applications we examined, the public is most supportive 
of its use in healthcare (e.g. disease diagnosis) and least 
supportive of its use in human resources. 

Figure 1. Willingness to trust AI systems in general 
and specific AI systems

'How willing are you to: rely on information provided by an
 AI system / share information with an AI system' [8 questions]

% Unwilling

Unwilling = 'Completely unwilling', 'Unwilling', 'Somewhat unwilling'
Neutral = 'Neither willing nor unwilling'
Willing = 'Somewhat willing', 'Willing' or ''Completely willing'

% Neutral

% Willing

AI 

39 30 31

Specific AI systemsSpecific AI systemsSpecific AI systems

46 27 27
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11Trust In Artificial Intelligence

As shown in Figure 2, Australians are slightly less willing 
to share information with AI systems (45% unwilling, 
mean 3.5/7), than to rely on the output of AI systems (40% 
unwilling, mean 3.7/7). The same pattern emerged for trust 
in AI systems in general as for specific AI systems.

Many Australians do 
not view AI systems as 
trustworthy. However, they 
are more likely to perceive 
AI as competent than to be 
designed to operate with 
integrity and humanity.
We assessed the key components  
of trustworthiness.

Ability
Relates to the perceived reliance, performance and accuracy 
of AI output. 

Integrity and humanity 
Relates to perceptions that the AI is developed based on 
sound ethical principles (e.g. fairness), is transparent about 
the data it collects and how it is used, and upholds the rights 
of users and societal interests. 

Figure 2. Willingness to rely on and share 
information with AI systems

% Unwilling

% Neutral

% Willing

Rely on AI outputRely on AI output

40 29 31

Share information with AI systemShare information with AI systemShare information with AI system

45

Share information with AI systemShare information with AI system

27 28
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12 Trust In Artificial Intelligences

As shown on the top half of Figure 3, when it comes to AI 
systems in general, most Australians disagree (32%) or are 
ambivalent (35%) about whether these systems operate 
with integrity and humanity. In contrast, most Australians 
either agree (56%) or are ambivalent (29%) about the ability 
of AI systems to produce reliable, accurate output. 

For specific applications of AI (bottom of Figure 3), the 
difference between ability and integrity/humanity is less 
pronounced, with a majority of Australians either agreeing  
or feeling ambivalent about the ability of AI to produce 
accurate output (79%) and operate with integrity and 
humanity (71%). This most likely reflects the fact that 
specific applications of AI are more tangible and enable 
people to evaluate trustworthiness better. In contrast, for AI 
systems in general, people are more likely to be influenced 
by stereotypes about AI systems.

Figure 3. Perception of the ability, integrity  
and humanity of AI systems

Figure 4. AI Acceptance

% Disagree

% Neutral

% Agree

AbilityAbility

15 56

Integrity & Humanity Integrity & Humanity Integrity & Humanity 

32 35

Integrity & Humanity Integrity & Humanity 

29

33

AI in general

AbilityAbility

21 35

Integrity & Humanity Integrity & Humanity Integrity & Humanity 

29

Integrity & Humanity Integrity & Humanity 

29 42

44

Specific applications of AI systems

Ability sample item: I believe [AI applications] produce output that 
is accurate. Integrity & Humanity sample item: I believe [AI applications] 
are developed based on sound ethical principles (e.g. fairness).

Australians generally 
accept or tolerate AI, but 
few approve or embrace it
As shown in Figure 4, about two out 
of every five Australians ‘accept’ AI. 
However, about a third of Australians 
(35%) report they either ‘tolerate’ or 
‘reject’ AI, and only about a quarter of 
Australians (23%) ‘approve’ of AI or 
‘embrace’ it. 

It is interesting to note that only a 
small proportion of Australians position 
themselves on the extreme poles of 
either ‘rejecting’ or ‘embracing’ AI. 

‘In thinking about AI, which of the following best represents your view?'

7%

28%

42%

16%

7%

I embrace AII approve AII accept AII tolerate AII reject AI
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14 Trust In Artificial Intelligences

Figure 5. Support for AI and specific AI systems

More Australians support than oppose the development and use of AI
As shown in Figure 5, when it comes to AI use in general, more Australians (57%) ‘somewhat’ or 
‘strongly’ support the development and use of AI than ‘somewhat’ or ‘strongly’ oppose it (28%). However, 
a significant proportion (26%) are ambivalent about its development and use. 

We note that fewer Australians (41%) are supportive of the development and use of specific applications 
of AI. When we examine public support across the four specific AI applications (see Appendix), we find 
Australians are more supportive of the development and use of AI for healthcare diagnosis and treatment 
(the most supported application at 49% support) compared to AI use for HR analytics (the least supported 
application with 34% support). This suggests that public support for AI varies significantly depending on its 
specific use application.

‘How much do you support or oppose the development and use of AI?’

6%

11%

17%

31%
34%

7%
11%

26%

13%

% Specific AI systems
% AI

Strongly supportSomewhat supportNeither support nor opposeSomewhat opposeStrongly oppose

44%
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15Trust In Artificial Intelligence

Population segments vary 
in their acceptance, support 
and trust of AI systems
Younger people, notably Gen Z and 
Millennials, as well as those with 
computer science (CS) experience are 
more likely to trust, accept and support 
the development of AI (see Figure 6 
and 7). However, even among these 
populations, trust is quite low.

Those with a university education 
report greater acceptance (see Figure 
7), but do not differ substantively on 
other measures. There are no gender, 
income or regional differences.

Figure 6. AI support and trust by population segments

Figure 7. AI acceptance by population segments

Gen Z & Millennials (18-39)

Gen X (40-55)

Boomers & Greatest (56-89)

36

24

23

Gen Z & Millennials (18-39)

Gen X (40-55)

57

Gen X (40-55)Gen X (40-55)

40

Boomers & Greatest (56-89)Boomers & Greatest (56-89)

41

CS Experience

No CS Experience

38

25

CS Experience

No CS Experience

60

No CS ExperienceNo CS Experience

43

% Support

% Trust

No CS Experience

CS Experience

No University Education

University Education

Boomers & Greatest (56-89)

Gen X (40-55)

Gen Z & Millennials (18-39)

% Accept, approve or embrace

77

61

54

73

60

78

61
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16 Trust In Artificial Intelligences

Who do 
Australians trust 
to develop and 
regulate AI?
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17Trust In Artificial Intelligence

To answer this question, we asked 
Australians how much confidence they 
have in different entities to develop and 

use AI, as well as regulate and govern AI. 
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18 Trust In Artificial Intelligences

Australians are most 
confident in Australian 
research and defence 
organisations to develop 
and use, and regulate 
and govern AI, and least 
confident in commercial 
organisations.

The majority of Australians (51 – 55%) 
have high or complete confidence in 
Australian universities and research 
institutions and the Australian 
Defence Forces to develop and 
use AI in the best interests of the 
public. In comparison, about a third 
of Australians have high or complete 
confidence in technology companies, 
and a little over a quarter in federal and 
state governments. Australians have 
the least confidence in commercial 
organisations (see Figure 8).

It is noteworthy that around a third 
of Australians report no or little 
confidence in government (federal 
and state governments), technology 
companies and commercial 
organisations. The lack of confidence in 
technology companies and commercial 
organisations is striking given that the 
majority of the population’s experience 
of AI is with applications developed 
and used by such organisations8. 
A solution may be for commercial 
and technology AI companies and 
government to collaborate with more 
trusted entities, such as universities 
and research institutions. 

Figure 8. Confidence in entities to develop and use AI

Commercial organisations

My State Government

Australian Federal Government

 Technology companies

 Independent research organisations 

Intergovernmental research organisations

Australian Defence Forces

Australian universities and
research institutions 11 313 55

16 303 51

19 3311 37

22 3310 35

31 332 34

32 373 28

33 373 27

37 372 24

'How much confidence do you have in each of the following entities 
to develop and use AI in the best interests of the public?' % No or low confidence

% Don’t know or missing

% Moderate confidence

% High or complete confidence
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19Trust In Artificial Intelligence

Australians show a similar pattern regarding confidence in entities to regulate and govern AI in the 
best interest of the public (Figure 9). Yet Australians generally show less confidence in institutions to 
regulate and govern AI than to develop and use it. 

Australians report higher confidence in Australian security and defence agencies and Australian university 
and research institutions to regulate and govern AI than any other entity. 

However, a majority also express moderate or high confidence in governments and government-funded 
bodies, regulators, international organisations and scientific organisations to regulate and govern AI.

Conversely, a little over two in five Australians (43 – 45%) have no or low confidence in technology 
companies or commercial organisations to regulate and govern AI.

Figure 9. Confidence in entities to regulate and govern AI

 Commercial organisations

Technology companies

Non-government scientific organisations 

International organisations 

AI partnership  

Intergovernmental research organisations

My State Government

Existing regulatory agencies

Australian Federal Government

Independent, governmnent-funded bodies

Australian universities and
research institutions

Australian security and defence agencies 20 31Australian security and defence agencies 3 46

15 37Australian universities and
research institutions 3 45

25 38Independent, governmnent-funded bodies 3 34

30 36Australian Federal Government 2 32

27 41Existing regulatory agencies 3 29

35 35My State Government 2 28

26 3611 27

28 387 27

36 25

38 24

30 25

33 19

345

308

43Technology companies 2

45 Commercial organisations 3

'How much confidence do you have in each of the following 
to regulate and govern AI in the best interests of the public?' % No or low confidence

% Don’t know or missing

% Moderate confidence

% High or complete confidence
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20 Trust In Artificial Intelligences

People believe organisations innovate with AI mostly for financial reasons
One reason for the lack of confidence in commercial organisations to develop and regulate AI may  
be that people think such organisations are motivated to innovate with AI primarily to cut labour costs 
and increase revenue (financial motivation) rather than to help solve societal problems and enhance 
societal wellbeing (societal motivation). As shown in Figure 10, about three quarters (76%) of the 
public agree commercial organisations innovate with AI for financial gain, whereas only a third (35%) 
agree they innovate for societal benefit.

While most Australians also agree government (67%) and non-profits (57%) innovate with AI for 
financial reasons, 44% of the public believe these organisations also innovate with AI for societal  
benefit (see Figure 10).

Younger people are more confident  
in tech companies to develop and use AI
Younger respondents are more confident in technology 
companies and independent research organisations to 
develop and use AI in the best interests of the public  
(see Figure 11).

Figure 10. Motivation to innovate with AI

Figure 11. Age influences confidence in entities to 
develop and use AI
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22 Trust In Artificial Intelligences

What 
expectations  
do Australians 
have about  
AI regulation?

©2020 The University of Queensland 

©2020 KPMG, an Australian partnership and a member firm of the KPMG global organisation of independent member firms affiliated with KPMG International Limited, a private English company 
limited by guarantee. All rights reserved. The KPMG name and logo are trademarks used under license by the independent member firms of the KPMG global organisation. 

Liability limited by a scheme approved under Professional Standards Legislation.



23Trust In Artificial Intelligence

We asked several questions 
related to the expectations 

the public have around AI 
development and regulation, 

including the extent to 
which they think regulation 

is necessary, who should 
regulate, and whether current 

regulations and institutional 
safeguards are sufficient.
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24 Trust In Artificial Intelligences

Figure 12. Who should regulate AI?

Regulation is clearly required and Australians expect external, 
independent oversight
The vast majority of Australians think AI regulation is needed. This finding corroborates those of 
previous European9 and US10 surveys that also demonstrate a strong desire for regulation. 

A majority of respondents (66%) think the government should regulate AI. Co-regulation between 
industry and government, and regulation by existing regulatory bodies are also popular options. Fewer 
Australians (42%) think industry self-regulation is desirable compared to the other forms of external or 
co-regulation (see Figure 12). 

Despite the desire for government regulation, it is noteworthy that confidence in the federal 
government to regulate AI is not uniformly high. As discussed in the previous section, around a third 
of the public have high confidence, yet a similar proportion have no or low confidence. As such, while 
most Australians want government involvement in AI regulation, they are not all confident in the 
government’s ability to regulate.

‘AI should be regulated by [tick all that apply]…'

66%
60% 59%

Regulation is not neededIndustryExisting regulatorsCo-regulationThe Government

42%

4%
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25Trust In Artificial Intelligence

Figure 13. Perception of current regulations, laws and 
rules to make AI use safe.

Current regulations are insufficient given 
the uncertainty around AI
Australians generally disagree (43 – 47%) or are ambivalent 
(19 – 21%) that the current safeguards around AI (rules, 
regulations and laws) are sufficient to make the use of AI safe 
or protect them from problems (see Figure 13). Similarly, the 
majority either disagree or are ambivalent that the government 
adequately regulates AI.

Relatedly, the large majority (81%) 
believe the impact of AI is uncertain and 
unpredictable (see Figure 14). There are 
no substantive differences in either of 
these measures between AI in general 
and specific applications. 

Figure 14. Perceptions of AI 
uncertainty

‘To what extent do you agree with the following…'

There are enough current safeguards to make me feel comfortable 
with the use of AIwith the use of AI
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I feel assured that there are sufficient regulatory processes in place 
to protect me from problems that may arise from the use of AI

The current law helps me feel that the use of AI is safe

I feel confident that the government adequately regulates AI

I feel the current rules and regulations are sufficient to control AI

% Disagree% Don’t know or missing
% Neutral % Agree
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7

I feel the current rules and regulations are sufficient to control AI

8
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Uncertainty – 'To what extent do you 
agree with the following: 
There are many unknowns about AI 
[sample item]'
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Australians generally believe the benefits of AI outweigh the risks,  
but this varies across specific AI systems
While Australians are not necessarily confident in current safeguards and believe that there is a high 
degree of uncertainty surrounding AI, they still generally perceive the benefits to outweigh the risks.

Figure 15 demonstrates that 43% of Australians perceive the benefits of AI outweigh the risks, 26% 
believe that the risks outweigh the benefits, and around a third believe that the benefits and risks of AI 
are about equal. Of those who believe the benefits outweigh the risks, more believe that the benefits 
are slightly greater (33%) than much greater (10%). 

The pattern is somewhat different for specific AI systems, however. A similar proportion of Australians 
perceive the risks to outweigh the benefits (36%) than the benefits to outweigh the risks (32%). There 
is a significant difference between perceptions of risks and benefits of AI for healthcare diagnosis and 
treatment (42% perceive the benefits to outweigh the risks) compared to AI use for HR analytics (42% 
perceive the risks to outweigh the benefits). 

Figure 15. Perceived balance of risks and benefits of AI and specific AI systems

‘Overall, which best represents your view on the benefits and risks of AI systems?’

12%

16%

20%

32%

25%

7%

14%

31%

10%
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% AI

Benefits are much 
greater than risks

Benefits are slightly 
greater than risks

Benefits and risks 
are about equal

Risks are slightly 
greater than benefits

Risks are much 
greater than benefits

33%
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27Trust In Artificial Intelligence

Assurance mechanisms enhance trust in AI systems
The vast majority of Australians (71-80%)  agree that assurance mechanisms that support the ethics of 
AI systems would make them more willing to use AI systems. These mechanisms include independent 
checks, codes of conduct, national standards on AI explainability and transparency, and AI ethics 
certification (see Figure 16). The introductions of such mechanisms are likely to increase perceptions  
of safeguards and reduce uncertainty. 

Figure 16. AI Assurance mechanisms

It has an AI ethics certification

It adhered to national standards for
AI explainability and transparency

It had been reviewed by an AI ethics board

The organisation using the AI system
had an AI ethics code of conduct

An independent body conducted regular
reviews of the ethics of AI systems 119 80

139 78

139 78

1410 76

1712 71

'I would be more willing to use an AI system if...'
% Neutral

% Disagree

% Agree
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What principles 
are important 
for Australians 
to trust AI 
systems?
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Eight AI design and governance 
principles and practices are highly 

important for trust.
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30 Trust In Artificial Intelligences

A proliferation of reports and guidance documents on the development and deployment of trustworthy 
AI have been produced over the past few years11, with public sector institutions and private organisations 
producing policy documents outlining key practices and principles.

One goal of this survey was to determine what practices and principles are important for Australians to trust 
in AI. To answer this question, we asked about the importance of 40 practices associated with the eight 
principles for trustworthy AI shown below. These principles were adapted primarily from the 2019 European 
Commission Principles for Trustworthy AI12, as well as the Australian AI ethical principles13. Specifically,  
we asked how important each of these practices are for people to trust in AI systems. 

Principles and Practices for Trustworthy AI

Technical robustness 
and safety
The performance and accuracy 
of AI system output is 
assessed before and regularly 
during deployment to ensure 
it operates as intended. The 
robustness of output is tested 
in a range of situations, and 
only data of appropriate quality 
is used to develop AI.

Transparency  
and explainability
The purpose of the AI system, 
how it functions and arrives 
at its solutions, and how 
data is used and managed is 
transparently explained and 
reasonably understandable 
to a variety of stakeholders. 
Developers keep an audit trail 
of the method and datasets 
used to develop AI. 

Data privacy, security 
and governance
Safety and privacy measures 
are designed into the AI 
system. Data used for AI is 
kept secure, used only for the 
specific purpose to which it 
is agreed, and is not shared 
with other apps or third parties 
without permission. Robust 
security measures are in 
place to identify and prevent 
adversarial attacks. 

Fairness and  
non-discrimination
The outcomes of AI systems 
are assessed regularly to 
ensure they are fair, free of 
unfair bias, and designed to 
be inclusive to a diversity of 
users. AI is developed with the 
participation and input of  
a diverse range of people.

Human agency  
and oversight 
There is appropriate human 
oversight and control of AI 
systems and their impact 
on stakeholders by people 
with required expertise and 
resources to do so. AI systems 
are regularly reviewed to 
ensure they are operating in a 
trustworthy and ethical manner.

Accountability  
and contestability
There is clear accountability 
and responsibility if something 
goes wrong with an AI 
system. Any impacted user or 
stakeholder is able to challenge 
the outcomes of an AI system 
via a fair and accessible human 
review process.
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31Trust In Artificial Intelligence

Results indicate that every one of 
the practices underlying these eight 
principles are highly important for 
the  public’s trust in AI systems (see 
Figure 17). This provides clear public 
endorsement for these principles 
and practices and a blueprint for 
developing and using AI in a way  
that supports trust.

AI literacy
People are supported in understanding 
AI systems, including when it is 
appropriate to use them, and the ethical 
considerations of their use. 

Risk and impact mitigation
The risks, unintended consequences 
and potential for harm from an AI 
system are fully assessed and mitigated 
prior to and during its deployment.

'How important are the following [...] for you to trust AI systems?'
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Figure 17. Principles for Trustworthy AI
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How do 
Australians  
feel about AI  
at work?
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AI is becoming more common in the 
workplace. To understand how Australians 
feel about the use of AI at work, we asked 

questions about AI use at work, comfort with 
AI use to support different work functions, 

the impact of AI on jobs, and expectations of 
employers that automate jobs. 
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Australians vary in their 
use of AI at work
Most Australians (62%, see Figure 
18) report that little or none of their 
work involves AI. Approximately a 
third indicate that AI is not involved 
in their work at all, and a little under 
a third report that it is used in a small 
proportion of their work (i.e. in 20% of 
their work or less). In contrast, about 
two in five Australians report that AI is 
used in more than 20% of their work. 

Given many Australians have a low 
understanding and awareness of AI 
use, these figures may reflect that AI is 
not being used at work, or that people 
are not aware of its use at work.

Australians are comfortable with AI use at 
work when it is not focused on them
As demonstrated in Figure 19, most Australians are either 
highly or moderately comfortable with AI use  
in monitoring organisational security, and task automation 
and augmentation, such as supporting marketing  
and assisting with queries. However, they are considerably 
less comfortable with AI use when it is focused  
on themselves as employees – such as to monitor 
employees, evaluate performance and support recruitment 
and selection decisions. 

On average, people who report using AI in their work are 
more likely to feel comfortable with its use across various 
functions than those who do not report using AI in their 
work. This most likely reflects their greater familiarity with 
the use of AI at work.

Figure 18. Use of AI at work

Figure 19. Comfort with the use of AI at work
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Younger people  
are more comfortable  
with employee-focused  
AI at work
Younger people are more likely to be 
comfortable with employee-focused 
AI activities at work than older 
respondents are. For instance, over 
half of Generation Z and Millennials are 
at least moderately comfortable with 
the use of AI to monitor employees, 
compared to just a third of older 
respondents (see Figure 20).

Most Australians don’t 
believe AI will create more 
jobs than it will eliminate
Most Australians disagree (59%) 
that AI will create more jobs than it 
will eliminate (see Figure 21). The 
concern that AI will eliminate jobs is 
also expressed in prior national14 and 
transnational15  surveys. 

If jobs are automated, Australians expect support
We asked three questions around expectations if one’s job was to be automated. 
Almost all Australians agree that they would expect to be given advanced notice, 
to be provided with opportunities to retrain and to be redeployed if their role was  
to be fully automated (see Figure 22).

These findings highlight the clear expectations that employees have of their 
employers in the context of automation. Employers are expected to give 
advanced notice of the change and provide substantive support to employees 
impacted by automation.

Figure 20. Age differences in comfort with employee-focused AI at work

Figure 21. Perceived impact of AI 
on jobs

Figure 22. Employee expectations should their work be automated
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How do 
Australians 
view key AI 
challenges?
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The pervasive use of AI in society is 
leading to a range of challenges. We asked 
respondents to rate the extent to which a 
series of AI societal challenges need to be 

carefully managed, and the likelihood of 
these challenges affecting large numbers 

of Australians in the next ten years.
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Australians expect all AI challenges to be carefully managed
All twelve of the AI challenges we presented need to be carefully managed by governments and 
organisations. Figure 23 shows that almost all respondents (90%, or more) rate the careful management 
of AI challenges as very or extremely important. 

While there are small generational differences in opinions about the management of AI challenges, nearly 
all Australians rate the careful management of these challenges as highly important.

These findings are not unique to Australia and align with those found in a previous US survey, where 
Americans also note that these AI challenges need to be carefully managed16.

Figure 23. Importance of carefully managing AI challenges

'How important is it for companies and governments to carefully manage this challenge?'
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Australians think data challenges are most likely to impact people  
in the near future
Figure 24 indicates that most respondents (67 – 70%) think data challenges such as fake online content, 
surveillance, data privacy and cyber-attacks are most likely to impact large numbers of Australians over the 
next 10 years. The only challenge which people perceive to be more unlikely (50%) than likely (35%)  
to impact large numbers is the use of lethal autonomous weapons.

Our findings broadly corroborate those of a previous US survey17 in which US respondents also believed 
that data challenges would be the most likely to impact large numbers of Americans in the near future. 

Figure 24. Likelihood of AI challenges impacting large numbers of Australians

‘In the next 10 years, how likely do you think it is that this challenge will impact large numbers of the people in Australia?'
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How well do 
Australians 
understand AI?
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To identify how well Australians 
understand AI, we asked about AI 

awareness, knowledge about AI and 
interest to learn more. Our findings 

reveal that, in general, Australians have 
low awareness and understanding of AI 

and low knowledge of its use in common 
everyday applications. We further show 

in the next section of the report that 
awareness and understanding of AI 
influences trust in AI systems. Most 

Australians want to know more about AI.
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Figure 26. Subjective knowledge of AI

Australians report a low  
understanding of AI
The majority of Australians (61%, see Figure 26) also 
report low subjective knowledge of AI, indicating that they 
feel they know little about AI, or when and how it is being 
used. Only a small proportion of Australians (12%) report 
high subjective knowledge of AI. 

Just over half of 
Australians are aware of AI
Only 51% of the public had heard, 
read or seen something about AI in the 
previous 12 months (see Figure 25). 
This finding is similar to results from 
recent European18 and American19 
national surveys that indicate that 
public awareness of AI is low.

Figure 25. Awareness of AI

'To what extent do you... 
a) feel you know a lot about AI? 
b) feel informed about how AI is used? 
c) think you understand when AI is 
    being used?'
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Figure 27. Use of AI technologies and understanding 
of these technologies use AI

Australians report a low understanding  
of when AI is used
Given the low understanding of AI, it is not surprising that 
Australians are often unaware that AI is used in common 
everyday technologies. When asked if the common 
technologies shown in Figure 27 use AI, less than 50% 
correctly answered yes. That is, people could not correctly 
identify if the technology used AI better than 
 a chance guess.

In particular, the majority of Australians (53 – 73%) are 
unaware that AI is being used in common applications such 
as accommodation and ridesharing applications (Airbnb and 
Uber), social media platforms (Facebook and Instagram) 
and product recommendation apps (Netflix and Amazon). 

In contrast, most Australians are aware that AI is used 
in embodied forms, which is where the AI system has 
a physical or vocal representation. For example, most 
Australians know that AI is used in autonomous vehicles, 
virtual assistants, social bots and smart speakers. 

Surprisingly, use of a technology does not necessarily 
translate into an increased understanding of whether 
that technology uses AI. As shown in Figure 27, this is 
particularly the case when AI is used in an embedded 
form (without physical or vocal manifestation), such as 
social media, email filters and traffic navigation apps. For 
example, even though 78% of Australians report using 
social media, 59% of them are unaware that social media 
apps use AI.

These findings broadly mirror results from other 
international surveys reporting low public understanding 
of AI. For example, in a recent survey of the American 
public20, a lower percentage correctly understand that AI 
is used in virtual assistants, smart speakers, driverless 
vehicles and autonomous drones compared to our 
Australian sample. 

We further probed people’s awareness of the emerging 
use of AI in four domains. We asked Australians whether 
they were aware or had experience of AI use in healthcare 
diagnostics, predictive policing, human resource analytics, 
or personal financial investment (see Appendix for more 
details). Four out of five Australians (81%) indicated they 
had no awareness of such systems. 

'For each technology below, please indicate if you have 
used it and if it uses AI?' 
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Most Australians want to know  
more about AI
While Australians generally lack knowledge and awareness 
of AI, the large majority (86%) are interested in learning 
more about AI. Only 14% stated they are not at all 
interested in learning more about AI. 

Some population segments have more 
awareness and knowledge of AI
Men, younger people, those with a university education, 
and people with computer science experience are more 
likely to be aware of AI (see Figure 28), have higher 
subjective knowledge about AI (see Figure 29) and 
are more likely to understand when AI is being used in 
common applications. Higher income earners are also 
more likely to report higher subjective knowledge of AI21. 

Figure 28. AI awareness by population segment

‘In the past 12 months, have you heard, read or seen 
anything about AI?'
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Figure 28. AI awareness by population segment Figure 29. Subjective knowledge by population segment
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What are the  
key drivers 
of trust and 
acceptance  
of AI?
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To identify the most important drivers 
of trust and acceptance of AI systems 

examined in this report, we used an 
advanced statistical technique called 

path analysis. We explain the path model 
in Figure 30, together with notes on 

interpreting the model.
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Trust is central to AI 
acceptance
The path model shows that trust is the 
central driver of AI acceptance (B = 
.44). This finding empirically supports 
why trustworthy AI matters: if people 
perceive AI systems to be trustworthy 
and are willing to trust them, this leads 
to the acceptance necessary to realise 
the potentially vast societal benefits 
that AI can produce. 

Trust acts as the central vehicle 
through which other drivers impact 
AI acceptance. Each of the four 
drivers on the left-hand side of the 
model influences trust, which in turn 
influences acceptance22. Given the 
key role of trust in driving acceptance, 
it is important to understand what 
drives trust in AI systems. 

The strongest driver of 
trust is believing current 
regulations and laws are 
sufficient to ensure AI  
use is safe 
As shown in the path model, 
believing current safeguards are 
sufficient is the strongest driver of 
trust. The relative importance of 
current safeguards (B = .50) is more 
than twice that of the next strongest 
driver, AI uncertainty (B = -.20). 

This demonstrates the importance 
of developing adequate regulatory 
and legal systems that protect people 
from problems that may arise from AI 
use, and make them feel safe to use 
AI systems. Given most Australians 
either disagree or are ambivalent 
that current AI safeguards are 
adequate, ensuring AI is governed 
by an appropriate regulatory and 
legal framework is a critical first 
step towards enhancing trust and 
acceptance of AI. 

The more people believe the 
impact of AI is uncertain,  
the less they trust AI
The importance of regulations 
and laws as a driver of trust is not 
surprising given three out of four 
Australians believe the impact 
of AI on society is uncertain and 
unpredictable (see Figure 14). The 
path model shows that the extent 
to which people believe the impact 
of AI on society is uncertain and 
unpredictable, the less they trust 
in and accept AI. This is the second 
strongest driver of trust.

The perceived impact of AI 
on jobs, and familiarity with 
AI, influence trust
People’s beliefs about the impact of 
AI on jobs is the third strongest driver 
of trust (B = .17). People who believe 
AI will create more jobs than it will 
eliminate are more likely to trust in 
AI systems. Familiarity with AI was 
the fourth driver of trust (B = .13). 
This shows that people who feel that 
they understand how and when AI is 
used, and have experience using AI 
systems, are more likely to trust AI. 

We also found that two other factors 
had a smaller impact on trust and 
acceptance. People are generally 
more trusting of AI systems in general 
rather than of specific applications 
of AI (see Appendix), but this effect 
is small (B = .03). Younger people 
in the Generation Z and Millennial 
age category also tend to be more 
accepting of AI than people born into 
Generation X, Baby Boomer and the 
Greatest Generation (B = .06)23. 

How to read  
the path model
When reading the path model, 
follow the arrows from left 
to right. The values on the 
arrows indicate their relative 
importance in driving trust 
and acceptance: the larger 
the number, the stronger the 
effect. The negative value of AI 
uncertainty indicates that when 
uncertainty increases, trust 
and acceptance decrease. All 
other relationships are positive, 
which means, for example the 
more people believe current 
safeguards are sufficient, 
the more they will trust AI 
systems, and the more they 
trust AI systems, the more 
they accept AI. Only significant 
relationships are shown.
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Figure 30. A model of the key drivers of trust and acceptance of AI systems
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This model lays out a pathway to building trust and acceptance of AI.
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A key insight from the survey is that 
the Australian public is generally 
ambivalent in their trust towards 
AI systems. Given trust is a central 
factor influencing the acceptance and 
adoption of AI24, this ambivalence 
in trust is likely to impair societal 
uptake and the ability of Australia to 
realise the societal and economic 
benefits of AI, if left unaddressed. The 
following insights lay out a roadmap for 
enhancing public trust in AI.

Live up to Australians’  
expectations of trustworthy AI

  – Our findings reveal that the public 
have very clear expectations of the 
principles and practices they expect 
AI systems to uphold in order to be 
trusted. They expect organisations 
to maintain high standards of AI 
systems in terms of: 

  – performance and accuracy

  – data privacy, security  
and governance

  – transparency and explainability

  – accountability

  – risk and impact mitigation

  – fairness

  – human oversight.

These principles and practices reflect 
those identified in numerous recent 
government reports on trustworthy, 
ethical AI25, and our findings provide 
clear public endorsement for them, as 
well as underscoring their importance 
for public trust.

  – The public clearly expect AI 
systems will be monitored and 
evaluated on an ongoing basis. 
Organisations should undertake 
regular in-house and independent 
ethics reviews of their AI systems 
to ensure they operate according 
to these principles and practices.

  – Our survey revealed that most 
people believe organisations 
innovate with AI for commercial 
reasons (e.g. cost saving or profit 
maximisation) rather than to 
benefit society more broadly. This 
imbalance is most pronounced 
for commercial organisations, 
followed by government and then 
non-profit organisations. This 
highlights the opportunity for all 
organisations to better use AI 
systems for the benefit of citizens, 
customers and employees, as well 
as better demonstrate how their 
use of AI supports societal health 
and wellbeing.

  – In the event their jobs are 
automated, employees clearly 
expect to be given fair notice 
and provided with opportunities 
to retrain or be redeployed. 
Many Australians believe AI will 
eliminate more jobs than it creates 
making this a real threat. Living 
up to employees’ expectations 
in the event of automation will 
require strategic long-range 
workforce planning and retraining 
opportunities that are available to 
employees of all ages.

  – Our findings further reveal 
that while most Australians 
are comfortable with AI use 
for the purposes of protecting 
organisational security and task 
automation and augmentation, 
they are less comfortable with 
AI use for employee-focused 
activities, such as evaluating and 
monitoring performance, and 
recruitment and selection.

  – Taken together, these findings 
highlight that organisations 
looking to accelerate the use and 
uptake of AI need to build trust 
with customers, employees and 
the public more broadly – it is 
not enough to focus on only one 
stakeholder group. 

  – Organisations also need to 
consider that different cohorts in 
the workplace and community 
have different views about AI, 
with younger people and the 
university educated being more 
trusting and accepting of AI. 
A one-size-fits-all approach is 
therefore unlikely to work. 

Conclusion and implications
Together, the findings of this national survey of the Australian community 
highlight important insights on the public’s trust and attitudes towards AI and 
lay out a pathway for building trust and acceptance of AI systems. The findings 
also provide a clear overview of the current and future challenges to building 
and preserving trust and acceptance of AI systems.
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Strengthen the regulatory framework for governing AI

  – While most Australians believe the benefits of AI are 
either greater than or equal to the risks, the majority 
also view the societal impacts of AI as uncertain and 
unpredictable. Furthermore, most Australians believe 
the challenges associated with AI such as fake online 
content, surveillance, data privacy, cyber security, bias, 
technological unemployment and autonomous vehicles, 
are likely to impact a large number of Australians. The 
Australian public are near unanimous in their expectation 
that the government and the companies deploying AI 
carefully manage these challenges. 

  – It is understandable, therefore, that the large majority 
(96%) of the Australian community expect AI to be 
regulated. However, many view the current regulatory 
and legal framework as insufficient to make AI use safe 
and protect people from the risks. 

  – Given this pattern and the finding from this survey that 
the perceived adequacy of current regulations and 
laws is the single most important driver of public trust 
in AI systems, a clear pathway to enhancing trust in AI 
is to strengthen the regulatory and legal framework 
governing AI.

  – The public clearly want appropriate regulation of AI that 
is fit-for-purpose to manage the risks and uncertainties 
associated with AI. Our results further show that the 
public expect the government and existing regulators 
to take the lead in regulating and governing AI systems, 
rather than leaving it to industry only. The majority of 
the public have at least moderate confidence in the 
government to do so in the public’s best interest. 

  – Given the public has the most confidence in Australian 
universities, research and defence organisations to 
develop and use, as well as regulate and govern AI 
systems, there is an opportunity for business and 
government to partner with these organisations around 
AI initiatives.

  – Our findings further indicate that organisations can 
directly build trust and willingness to use AI systems 
by adopting assurance mechanisms that support 
the ethical deployment of AI systems. These include 
actions such as establishing independent AI ethics 
reviews, adopting codes of conduct and national 
standards, and obtaining AI ethics certification. 

Strengthen Australia’s AI literacy

  – A key finding is that the Australian community generally 
has low awareness and understanding of AI and its 
use in everyday life. While younger people, men, the 
university educated, and those with computer science 
experience tend to understand AI better, even these 
groups report low to moderate AI understanding. 

  – At the same time, an overwhelming majority of the 
community are interested in learning more about AI 
(86%), and report that supporting people to understand 
AI, is important for them to trust AI systems (97%). 
This last insight is further supported by our path model, 
which identified familiarity and understanding of AI as a 
key driver of trust and acceptance of AI.

  – Collectively these insights paint a clear picture of 
the need to increase the AI literacy of the Australian 
public. Educating the community about what AI is 
and when and how it is being used is important for 
a range of reasons. First, despite the current low 
awareness and understanding, the community have 
strong views on the regulation, use and design of AI. 
Increasing public literacy will assist in ensuring these 
views are well informed. Second, the more informed 
citizens, consumers and employees are about AI, the 
better able they will be to seize the benefits of such 
systems, while identifying and appropriately managing 
the associated risks (e.g. of data sharing and privacy). 
Third, AI literacy is fundamental to the public’s ability to 
contribute to effective public policy and debate on the 
stewardship of AI in society, and facilitate meaningful 
consultation with the public on AI design.

  – Some countries have already invested in freely 
available AI public literacy courses26. We recommend 
that enhancing Australia’s AI literacy be a responsibility 
shared by government (e.g. formal programs within 
schools and for citizens), and organisations using 
or developing AI (e.g. by investing in employee and 
customer AI literacy programs and tools).
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Appendix
AI Systems in general versus Specific AI use cases.

We asked a subset of questions to 
explore whether Australians trust and 
attitudes towards AI differ depending on 
whether we asked about AI systems in 
general versus specific use cases of AI 
systems (where the purpose of using 
the AI system is clear). 

To do this, we randomly allocated 
respondents so the subset of 
questions asked either about AI in 
general or one of four specific use 
cases of AI systems: healthcare 
diagnostics, human resource 
analytics, predictive policing or 
personal investment. 

Before answering questions, 
respondents were provided with a 
brief description of what the system 
does, how it works and how it is used. 
These descriptions were developed 
by the research team with input 
from domain experts and are based 
on a range of in use systems. Short 
descriptions are provided here.

In reporting the findings, when we 
find meaningful differences between 
the specific AI use systems, we 
highlight these in the report. When 
we find no substantive differences 
between the four specific use 
systems, we amalgamate these 
results into a single category of 
specific AI systems and compared 
them to responses about AI systems 
in general. Relatedly, when we find no 
meaningful differences between AI in 
general and specific AI systems, we 
amalgamate the results into a single 
category of AI systems.

Healthcare AI
An AI system used to improve 
the diagnosis and treatment 
of disease. The system 
compares patient health 
data to existing databases to 
produce recommendations. 
Doctors use the system to 
inform decisions about how to 
diagnose and treat patients.

Policing AI
A predictive policing system 
that analyses crime data to 
make predictions about the 
most likely crime locations and 
types of offenders. The police 
use the system to inform 
resourcing decisions about 
where to place officers to 
prevent crime.

Human Resource AI
An AI system used to improve 
the prediction and evaluation 
of performance by collecting 
and comparing employee 
data and job performance 
over time. Managers use the 
system to inform decisions 
about hiring and promotion.

Investment AI 
An AI system that 
recommends shares to 
trade on the stock market 
by analysing millions of 
traditional and non-traditional 
data sources in real time, and 
factoring in the investment 
preferences of the user. 
People use the system to 
inform investment decisions.
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