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Executive summary

Trust in AI — Not to be taken for granted

Artificial Intelligence (AI) is no longer an emerging 
technology  

It has become an integral force that is reshaping industries, 
redefining work and influencing daily life at an unprecedented 
pace. 

However, findings from Trust, attitudes and use of AI, a global 
study, conducted by The University of Melbourne in collaboration 
with KPMG International, reveals that AI literacy, responsible 
usage, Al governance and regulations are failing to keep pace 
with the speed of AI adoption.

The country data delves into the key research data and insights 
for Belgium compared to global benchmarks from the 2025 
research of 47 countries and jurisdictions. 

Many organizations are rapidly deploying AI without necessary 
consideration being given to the structures necessary to ensure 
transparency, accountability and ethical oversight — all of which are 
essential ingredients for trust. 

The combination of rapid adoption, low AI literacy and weak 
governance structures globally is creating a complex risk environment.

Where does Belgium stand in this global landscape?
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Belgium insights benchmarked against a global perspective

Countries
47

Respondents

48,340 • Minimum sample of N=1000 per country
• Nationally representative samples across age, gender, and

region in most countries
• Represents diversity of education levels, income, and industry
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24

76

Belgians have limited levels of AI literacy and training

I can…

To what extent do you…

46%

report limited knowledge of AI57%

feel they can use AI tools effectivelyuse AI for work, study or 
personally63%

59%
work

91%
study

62%
personal

AI Training

Belgium
39%

61%
Global

34

31

32

28

28

21

21

27

38

48

47

45

Evaluate the accuracy of responses generated by AI

Skillfully use AI applications or products to help me with my daily
work or activities

Choose the most appropriate AI application or product for a
particular task

Communicate effectively with AI applications

58

63

50

57

42

37

50

43

Feel you know about AI?

 Feel informed about how AI is used?

Think you understand when AI is being used?

Feel you have the skills and knowledge necessary to use AI tools
appropriately?
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CRICOS code 00025B
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21 21 20 19

Belgium is lagging behind many other countries in AI training and literacy

IMF advanced economy

IMF emerging economy

% AI education or training
AI literacy by economic group

24

46 43
32

51 4650

74
64

%AI training and education % AI efficacy % AI knowledge

Belgium IMF advanced economy IMF emerging economy
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Trust and acceptance of AI is low in Belgium 

willing to Trust AI

accept or approve of AI

How willing are you to trust AI (e.g., rely on information provided by an AI 
system):

To what extent do you… accept/approve the use of AI?

Low trust holds across common AI applications including Generative 
AI tools, AI use in Healthcare, and in Human Resources 

35%

56%

Safety and security of using AI and impact on human rights

AI’s ability to provide a helpful service and output that meets 
its intended purpose

People more trusting of

People less trusting of

41

35

24

19

35

46

Belgium

Global

% Unwilling to trust % Ambivalent % Willing to trust

44

28

56

72

Belgium

Global

% Not at all or slightly % Moderately, highly, completely



7© 2025 Copyright owned by one or more of the KPMG International entities. KPMG International entities provide no services to clients.  All rights reserved.
© 2025 The University of Melbourne ABN: 84 002 705 224 CRICOS No:00116K

% Willing to trust = ‘Somewhat willing’, ‘Mostly willing’, or ‘Completely willing’ on a 7-point scale
IMF = International Monetary Fund classified economy

Belgium’s trust of AI is similar to other advanced economies

IMF Advanced economy

IMF Emerging economy

% Willingness to trust AI systems

79
76

71
68

65
62 62

56 55 54 54 52 51 51 51 50
47 47 46 46 46 45 45 45 44 42 41 41 41 40 40 40 38 36 36 36 36 35 34 34 34 33 33 32 31

28
25

Trust of AI systems by economic group

35 39

57

% willing to trust AI

Belgium IMF Advanced economy IMF Emerging economy



8© 2025 Copyright owned by one or more of the KPMG International entities. KPMG International entities provide no services to clients.  All rights reserved.
© 2025 The University of Melbourne ABN: 84 002 705 224 CRICOS No:00116K

believe risks > benefits believe benefits > risks
Belgians  have mixed emotions about AI:

They’re more worried than optimistic or excited

In thinking about AI [specific application], to what extent do you feel… 

% Moderate to high = ‘Moderately’, or ‘Very’, or ‘Extremely’ on a 5-point scale

39% 34%

Belgium

Global

The Belgium mindset: perception of risk outweighing the benefits

Sentiments Towards AI

39

32

27

26

34

42

Risks outweigh the benefits Benefits and risks are balanced

Benefits outweigh the risks
54

64

44

31

69

61 60

36

Optimistic?  Worried?  Excited?  Indifferent?

Belgium Global
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Belgians are experiencing the benefits of AI…but less so than other countries

I expect the use of AI will result in these potential positive outcomes… 

% Low = 'Not at all' or 'To a small extent’   % Moderate to High = 'To a moderate extent’, 'To a large extent' or 'To a very large extent'

Belgium vs Global

81%  vs  83%
expect positive outcomes

60%  vs  73%
experienced or 
observed positive outcomes

19

11

13

14

16

17

17

19

20

20

20

27

27

81

89

87

86

84

83

83

81

80

80

80

73

73

Belgium Overall

 Improved efficiency

 Reduced time spent on mundane or repetitive tasks

Improved effectiveness

Enhanced precision or personalization

Innovation

Improved accessibility

Enhancing what people can do

Enhanced decision-making and problem-solving

Reduced costs or better use of resources

 Improved outcomes for people

Enhanced creativity

 Increased fairness

% Low % Moderate to high

60

71

70

68

58

57

64

62

59

48

59

61

40

% Personally observed or experienced
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Belgians are concerned about and experiencing negative outcomes from AI

How concerned are you about these potential negative outcomes of AI?

% Low = 'Not at all' or 'To a small extent’   % Moderate to High = 'To a moderate extent’, 'To a large extent' or 'To a very large extent'

Belgium vs Global

84%  vs  73%
concerned about negative 
outcomes

40%  vs  43%
experienced or 
observed negative outcomes

16

11

12

12

13

14

14

15

17

17

17

18

25

25

84

89

88

88

87

86

86

85

83

83

83

82

75

75

Belgium Overall

Loss of human interaction and connection

Cybersecurity risks

Misinformation or disinformation

Deskilling and dependency

Loss of privacy or intellectual property

 Job loss

 Manipulation or harmful use

System failure

 Human rights being undermined

Disadvantage due to unequal access to AI

Inaccurate outcomes

 Bias or unfair treatment

Environmental impact

% Low % Moderate to high

40

51

42

51

43

39

41

33

40

31

41

49

29

36

% Personally observed or experienced
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AI regulation and governance is falling short of Belgium’s expectations

Belgium
34% vs

Global
43%

believe current regulations are sufficient 
to make AI use safe

think AI 
regulation is 
needed

Belgians expect co-regulation 
with government oversight and 
international laws

are not aware of any laws, regulations 
or policies that apply to AI in Belgium90%

72%

AwareNot aware

Who should regulate AI?

7

13

15

15

22

15

18

22

23

21

78

69

63

62

57

International law and regulations

The government and/or existing regulators

 A dedicated, independent AI regulator

 Co-regulation by industry, government, and existing regulators

Industry that uses or develops AI

% Disagree % Neutral % Agree
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Many Belgians lack confidence in big tech and commercial’s use of AI

40+%
have low confidence in 
commercial and big tech 
to develop and use AI

Universities and 
healthcare 
institutions 
are most trusted to 
develop and use AI

How much confidence do you have in the following entities to develop and use AI in the best 
interests of the public? 

12

20

40

40

44

88

80

60

60

56

Country universities and research institutions

Country healthcare institutions

 The country government

 Big technology companies

Commercial organizations

% Low confidence % Moderate to high confidence
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Assurance mechanisms can enhance trust in AI

81% 
more willing to 

trust AI
systems when assured 
of its trustworthy use

I would be more willing to trust an AI system if...

85

85

83

81

80

80

80

70

People have the right to opt out of having their data used by the system

It allows for human intervention to correct, override, or challenge
recommendations and output

Laws, regulations or policies are in place to govern responsible AI use

Organizations using the system train employees on responsible and
safe use

Its accuracy and reliability are monitored

It adheres to international AI standards (e.g. for transparency and risk
management)

It is clear who is accountable if something goes wrong with the system

It is assured by an independent third party

% Agree



14© 2025 Copyright owned by one or more of the KPMG International entities. KPMG International entities provide no services to clients.  All rights reserved.
© 2025 The University of Melbourne ABN: 84 002 705 224 CRICOS No:00116K

Belgians want stronger regulation of AI-generated misinformation

AI-generated misinformation is

threatening trust and democracy
want laws and action to combat 
AI-generated misinformation85%

unsure online content can be trusted 
because it may be AI-generated

not confident they can identify 
AI-generated misinformation

concerned that elections are being 
manipulated by AI-generated content or bots

Agree there should be laws to prevent the spread 
of AI-generated misinformation

Agree news and social media companies 
should implement stronger fact checking 
processes to combat

Agree news and social media companies need 
to ensure people can detect when content is 
AI-generated

55%

69%

65%

84%

88%

83%
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The age of working with AI is here

Participants working full time or part time
Shifting focus: employees

say their 
organization 
uses AI59%

use AI to a 
moderate to very 
large extent

72% say their organization uses AI

73% use AI at work

Globally
• AI tools are not helpful or required
• Preference to do work without AI
• Don’t trust AI tools

Key reasons for not using AI at work

35% % intentionally using AI tools for work

use AI 
at work59%

use AI 
weekly 
or more23%

30

24

35

11

To what extent is AI used in the organization you 
work for?

% Not at all

% To a small extent

% To a moderate or very
large extent

% Don’t know

41

26

10 10
13

% Never % Few times a year % Monthly % Weekly % Daily
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Belgians’ use Gen AI tools and awareness of AI policies at work

27%
say their organization
has a policy on 
GenAI use

Has your organization 
put in place a policy or 
provided guidance on 
the use of Generative AI 
at work?

tools are most commonly used at work
General-purpose generative AI

How do you access AI tools used for work? 

or those provided by their workplace
Employees mainly use free tools

What are the main types of AI tools you use intentionally for 
work?

66

37

24

23

16

14

13

 General-purpose generative AI tools

 Voice-based AI assistants

 Image / video / audio generators

Generative AI tools with a specialized focus or
purpose

 Other specific-purpose AI tools

 AI systems developed or customized
specifically for your organization/education…

 Robots and physical autonomous systems

73

43

10

I use publicly available AI tools that are free
to use

I use AI tools managed or provided by my
employer/education provider

I use publicly available AI tools that I pay to
access (or someone I know pays)

20

7

52

21
% Yes, guiding

% Yes, banning

% No

% Don't know
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Employees often use AI complacently in their work

36%
don’t regularly verify the 
accuracy of AI output 
before using it at work

50%
are concerned about 
being left behind if they 
don’t use AI at work

regularly engage critically with AI at workOnly 49%

How often do you…

6

4

6

6

10

45

36

43

45

54

49

60

51

49

36

Overall

Verify the accuracy of AI output before using it - W

Consider the limitations of an AI tool when making decisions based on its
output - W

Weigh up the benefits and risks of an AI tool before using it - W

Think about the ethical implications of using AI-generated content - W

Never Rarely to Sometimes Most of the time to Always
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Use of AI at work is creating complex risks for organizations

54% augment organizational risk by
flouting rules & regulations 58% admit to inappropriate use

of AI at work 66%
over-rely on AI resulting in
errors, unchecked outputs, and 
reduced effort

63% ‘avoid revealing when they have used AI at work’ and ‘present AI generated content as their own’

44 46 48
17 12 12

39 42 40

Uploaded
copyrighted
material or

intellectual property
to a generative AI

tool

Uploaded company
information (e.g.
financial, sales or

customer
information) into a
public AI tool (e.g.

Used AI in ways
that contravene

company or
industry policies or

guidelines

% Never % Rarely % Sometimes to Very often

37
47

41

19
18

18

44 35 41

Used AI tools at
work without

knowing whether it
is allowed

Used AI tools at
work in ways that

could be
considered

inappropriate

Seen or heard of
people using AI

tools at your work
in inappropriate

ways

% Never % Rarely % Sometimes to Very often

23
34

4423
22

23

54 44 33

 Put less effort into
your work knowing
you can rely on AI

Relied on AI output
at work without
evaluating the

information

Made mistakes in
your work due to AI

% Never % Rarely % Sometimes to Very often
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Employees experience benefits and mixed impacts from AI use at work

report increased efficiency, quality of 
work, and innovation

…but mixed impacts on repetitive tasks, workload, stress, 
compliance risks, collaboration, and job security53+%

In your experience, how has the use of AI tools in your workplace impacted: 

38% 
say AI has increased 
compliance risks at 
work

40%
say AI has increased 
time spent on 
repetitive tasks

9
8
10

6
11

7
6

12
15

34
39
37

42
41

46
54

52
53

57
53
53
52

48
47

40
36

32

Efficiency of work
Quality or accuracy of work and decisions

Idea generation and innovation
Access to accurate information

 Knowledge sharing at work
Use and development of skills and abilities

Revenue generating activity
 Communication, interaction, or collaboration with people

Job security

% Reduced % No impact % Increased

23

8

11

28

23

37

53

51

39

46

40

39

38

33

31

 Time spent on repetitive or mundane tasks including searching for information

Monitoring and surveillance of employees

Privacy and compliance risks at work (e.g. breaking rules, policies, or laws)

Workload

Stress and pressure at work

% Reduced % No impact % Increased
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AI is rapidly changing how and by whom work is done: 
Human-AI collaboration is here

AI’s impact on jobs

Employees quickly becoming reliant on AI

82%
prefer some AI 
involvement in managerial 
decision-making to sole 
human decision-making  
…but want humans
to retain control

To what extent do you agree with the following?

How often have you...

31

41

42

53

20

18

18

21

49

41

40

26

The way I do my daily work will change because of AI

AI will replace jobs in my area of work

Key aspects of my work could be performed by AI

AI will create more jobs than it will eliminate

% Disagree % Neutral % Agree

35

31

28

21

21

20

44

48

52

Felt you could not complete your work without the help of AI

Used AI rather than collaborating with or involving others to get work done

Relied on AI to do a task rather than learning how to do it yourself

% Never % Rarely % Sometimes to Very often
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Support for responsible AI is lagging in Belgian organizations

In my organization…

Only 54%
of employees in organizations using 
AI say their organization… 

Has a strategy and culture that 
supports AI use

Supports responsible AI training 
and literacy

Has responsible AI governance 
processes

5

9

5

4

4

7

10

5

23

25

24

22

30

26

24

24

16

13

18

14

13

14

16

16

56

53

53

60

53

53

50

55

AI adoption is considered strategically important

There is an AI strategy

People are encouraged to use AI at work

Employees are supported to understand AI systems

Training in the responsible use of AI is provided to employees

There are policies and practices to govern the responsible use of AI

 AI systems are regularly monitored to ensure they operate as intended

There are people accountable for overseeing the organization’s use of 
AI

% Don’t know % Disagree % Neutral % Agree
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Key take aways and Implications

The age of working 
with AI is here.

Yet Belgian employees 
have limited levels of 
AI literacy, many are 
using AI in complacent 
and inappropriate 
ways, and the impacts 
of AI use are complex, 
nuanced.

This is augmenting 
material and 
reputational risks for 
organizations and 
individuals. 

To gain the benefits and 
proactively mitigate the 
risks and impacts of AI 
use at work, organizations 
can invest in:

• Governance and
management of
employees’ use of AI

• A culture of psychological
safety, accountability and
transparency around
employees’ AI use

• Employee AI literacy and
training in responsible
use

• Human-AI collaborative
capabilities and work
design

Trust in AI cannot be 
taken for granted.

Organizations can 
strengthen trust in their 
use of AI by investing 
in assurance 
mechanisms that signal 
responsible use and 
augment privacy, 
safety and security.

Trust can be enhanced 
by using AI in ways that 
create mutual value 
and benefits.

There is clear public 
support for stronger AI 
regulation, with the 
current regulatory 
landscape falling short of 
public expectations.

Most people are unaware 
of laws and regulations 
pertaining to AI indicating 
the need to enhance public 
communication.

Belgians expect 
co-regulation with 
government oversight and 
international laws.

There are stark 
country differences in 
AI literacy, trust, 
adoption, and 
realized benefits 
between advanced 
and emerging 
economies.    

• Are the advanced
economies,
including Belgium,
at risk of being left
behind?

01 02 03 04 05
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Belgium sample demographics   N = 1029
Gender

50%

50%

Women

Men

Age group

0%
Other

12% 18-24

Age ranged from 18-90 years

32% 25-44

32% 45-64

24% 65+

Income

low middle high

2% primary

8% some secondary

29% secondary

14% vocational trade

32% undergraduate

15% post-graduate

working
full time

Education

Work status

employed by an 
organization

owner of a business 
with employees

self-employed

professional or 
skilled

manager

administrative

service or 
sales

manual

other

O
cc

up
at

io
n*

small (2-49 
employees)
medium (50-249 
employees)

large (250+ 
employees)

n = 517

*Asked of employees and
business owners

*The sample represented all
industries listed by the OECD

Worker

32%
11%
29%
7%
20%
1%

89%
4%
7%

W
or

k 
Ty

pe
O

rg
 S

iz
e* 23%

35%
42%

not 
working

working 
part time student13% 77% 10% 42% 8% 44% 6%
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