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Data privacy and trust 
in AI — the promise
Artificial Intelligence (AI) promises to transform our lives, helping to make us more 
efficient, productive, healthier and innovative. 

This exciting technology is already 
being used across the private 
and public sectors, harnessing 
the power of data to improve 
forecasting, make better products 
and services, reduce costs, 
and free workers from routine 
administrative work. 

In the healthcare sector, for 
example, doctors can more 
accurately and rapidly predict 
health risks and carry out complex 
treatments more effectively. 
In mining, AI-powered robots 
are undertaking hazardous 
tasks such as coal mining, sea 
exploration, and also helping in 
rescue operations during natural 
disasters. In commercial banking, 
AI and ML are helping sales 

and marketing teams identify 
prospects and predict customer 
needs and buying propensity. 
They also enable dynamic deal 
pricing for micro-segments as 
well as automate decision-making 
processes, credit rule sets and 
exceptions. In consumer and 
retail, AI is helping predict and 
analyze trends, create virtual 
models that can display outfits, 
anticipate customer needs and 
help customers enjoy a more 
personalized shopping experience.

According to the KPMG Global 
Tech Report 2023, technology 
leaders identify AI and machine 
learning as the most important 
technology for achieving short-
term ambitions.1 In addition, in the 

2023 Trust in artificial intelligence 
global survey of more than 
17,000 people worldwide, 
85 percent believe AI can bring 
a range of benefits.2

However, as with any emerging 
technology, there are risks. 
The same survey finds that 
61 percent of people are wary 
about trusting AI systems, and 
only half believe the benefits of 
AI outweigh the risks.3 Also, 55 
percent of technology leaders say 
their progress with automation 
is delayed because of concerns 
about how AI systems make 
decisions.4 The widespread and 
unregulated use of this technology 
raises concerns about its impact 
on human rights and personal 

privacy. This is especially true 
for generative AI (GenAI), which 
uses powerful foundation models 
that train on massive quantities of 
unlabeled data.  

At the time of writing, AI leaders 
have issued open letters seeking 
a pause on development in GenAI, 
urging legislators to future-proof 
its use through guardrails.5 Some 
cited risks include flawed design, 
biased logic, coding errors, 
security vulnerabilities and, most 
importantly, judgments that 
discriminate against individuals 
or groups (after all, the data 
used was originally created by 
humans and can reflect existing 
biases in society). In addition, AI 

1 KPMG Global Tech Report 2023, KPMG International, 2023.
2 Trust in artificial intelligence, The University of Queensland and KPMG Australia, 2023.
3 Ibid.
4 KPMG Global Tech Report 2023, KPMG International, 2023. 
5 Pause Giant AI Experiments: An Open Letter, Future of Life Institute, March 22, 2023.

models can generate inaccurate 
outputs leading to fake news or 
disinformation. 

Algorithms are also unpredictable, 
complex and difficult to explain. 
Given its proprietary nature, they 
lack transparency and generate 
outputs based on large-scale data 
processing from the internet, 
amplifying the risk of confidential 
data leaks and breaching legally 
protected personal information. 
International privacy laws apply to 
the collection of data throughout 
every stage of an AI’s lifecycle, 
so it’s little surprise that AI 
data mining and harvesting 
has attracted global regulatory 
scrutiny, with the European Data 

Protection Authorities and privacy 
watchdogs around the world 
launching investigations into the 
lawfulness of data processing 
activities related to GenAI.

This paper investigates the privacy 
implications of the widespread 
adoption of AI. It aims to uncover 
what this means for businesses 
and outlines the key steps 
organizations can take to utilize AI 
responsibly. By staying informed 
about the privacy implications of 
AI adoption and taking proactive 
steps to mitigate risks, companies 
can harness this technology’s 
power while safeguarding 
individuals’ privacy.
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What’s next? 
The evolving 
regulatory 
landscape 
As the use of GenAI grows, nations are rushing to legislate 
and create standards for the responsible use of AI. 

The AI Act builds on the privacy 
provisions under the General Data 
Protection Regulation (GDPR) 
that include principles around 
openness, fairness, algorithmic 
decision-making and human dignity. 
These principles formed the basis 
of the Organization for Economic 
Co-operation and Development 
(OECD) principles created in 2019 
for responsible stewardship of 
trustworthy AI, which state that AI 
systems should be robust, secure 
and safe throughout its lifecycle. 

The AI Act further strengthens the 
OECD principles by mandating 
that AI be legally, ethically and 
technically robust while also 
respecting democratic values, 
human rights and the rule of law. 
Accuracy, non-discrimination, 
human oversight and attestation to 
AI standards are all required. The AI 
Act introduces risk categories and 
sets legal requirements for ‘high-
risk’ AI systems, including those 
used in performance evaluations, 
recruiting and promotions based on 
the level of public risk posed. 

The Digital Services Act (DSA) 
has also been passed by the EU, 
which will go into full effect in 2024. 
The DSA imposes transparency, 
risk assessment and algorithmic 
accountability obligations on AI 
platforms subject to rigorous 
transparency audits. The European 
Centre for Algorithmic Transparency 
(ECAT) will help enforce the DSA 
and aims to be a critical player 
in a new digital enforcement 

ecosystem within the EU that will 
have global implications, setting 
a moral standard for the world.6

While regulatory developments for 
AI are also taking shape in Canada, 
China and Brazil at the federal 
level, a single federal approach 
to legislate AI in the US has not 
yet emerged despite 131 AI bills 
having been proposed by the US 
Congress. However, local state-
level regulations for independent 

audits, model fairness and 
transparency for using algorithmic 
systems have already been 
enacted in certain states, including 
Illinois, Maryland, Washington, 
New York and California.

The regulatory regimes currently 
being established to legislate AI 
significantly overlap with existing 
regulatory privacy regimes. These 
regimes are driven by global 
concerns about the impact of AI 

on individuals, particularly regarding 
fairness, explainability, transparency, 
security, respect for the person and 
accountability. Many of the OECD 
AI principles developed in 2019 can 
be mapped to privacy principles in 
the context of personal information 
protection and extended to 
Privacy by Design principles when 
architecting AI systems. 

6 Open the black box of algorithms: A deep dive into ECAT’s work, European Centre for Algorithmic Transparency, 
European Commission, April 18, 2023.

The European Union is making a 
first-world attempt at legislating 
what could end up being the 
toughest AI privacy legislation 
globally. Moreover, the European 
Data Protection Board (EDPB) has 
already established a dedicated 
ChatGPT task force to foster 

cooperation and information 
exchange on possible enforcement 
activities by data protection 
authorities. At the time of writing, 
the European Council, Parliament 
and European Union (EU) 
Commission have proposed the 
Artificial Intelligence Act (AI Act).
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The future of AI 
regulations
The concurrent development 
of global AI standards and 
responsible AI frameworks 
will shape the future of AI 
regulations. These standards 
and frameworks can help 
provide organizations with a 
more holistic approach to AI 
and privacy risk management 
— especially jurisdictions late 
to the legislative game. 

For example, the US National 
Institute of Standards and 
Technology (NIST) has 
introduced a voluntary, self-
regulated Risk Management 
Framework that aims to 
ensure the trustworthiness 
of AI while mitigating risk. 
The International Standards 
Organization (ISO/IEC) has 
also developed ISO 42001 
on Artificial Intelligence 
Management System (AIMS). 

When combined with relevant 
legal rules for AI systems, 
these standards can serve as 
effective risk management 
tools to help operationalize and 
promote responsible AI best 
practices and AI governance 
approaches. They will encourage 
consistency across different 
regulatory regimes, which may 
have conflicting requirements 
regarding AI systems’ 
robustness, safety, fairness and 
trustworthiness.

The current US Administration 
has secured commitments from 
major technology companies to 
follow many of the principles and 
requirements set out in these 
standards. Time will tell how 
this will play out in tandem with 
global regulations.

• Accountability • Transparency 
and
explainability

• Robustness, 
security and 
safety

• Inclusive growth, 
sustainable
development and
wellbeing

• Human-centered
values and 
fairness

• Accountability • Lawfulness, 
fairness
and transparency

• Integrity and
confidentiality

• Purpose limitation
• Data minimization

• Lawfulness, 
fairness
and transparency

• Purpose limitation
• Accuracy
• Storage Limitation

GDPR 
principles

Privacy
by  Design
principles

• Proactive not 
reactive; 
preventative not
remedial

• Visibility and
transparency — 
keep it open

• End-to-end 
security — full 
lifecycle protection

• Privacy embedded
into design

• Full functionality —
positive-sum, 
not zero-sum

• Privacy as the 
default setting

• Respect for user
privacy — keep 
it user-centric

OECD AI  principles

How the OECD AI principles map to the GDPR privacy principles and the Privacy by Design principles. 
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Key principles 
for achieving 
AI privacy 
Embedding Privacy by Design into AI systems should help to 
build trust and navigate potential privacy challenges. 

Trust is a key enabler of revenue and growth. Organizations that utilize 
AI should embed privacy into AI development processes and AI systems 
to ensure that they are safe, effective and unbiased, supported by 
strong governance, clear accountability and robust oversight. While 
waiting for legislation to catch up to technology, organizations wanting 
to launch AI should embed privacy into every stage of the AI lifecycle as 
a best practice. Adopting a Privacy by Design approach can help assure 
customers, regulators and other stakeholders of AI’s trustworthiness and 
minimize any negative impacts. 

To help organizations take a proactive Privacy by Design engineering approach, 
here are key privacy principles to consider throughout the AI lifecycle.

The AI has a legitimate, legal and clearly-defined purpose with minimal impact on privacy.

Privacy risk

Model design and implementation failures and missing safety features. 
These risks can occur when the design specifications are unsuitable for the intended tasks, possibly due to poor 
choices for inputs and target variables, faulty assumptions or prioritizing efficiency over efficacy.

What could go wrong

A public sector agency established an AI-driven system for detecting benefits fraud that delivered inaccurate, 
random and unfair results. Amongst the fundamental flaws in model design and implementation was the 
requirement for invasive, irrelevant, banal and subjective inputs. For example, it used relationship status, 
duration and frequency to attach high-risk scores for certain applicants but not others. The model also made 
unjustifiable correlations between different inputs that undermined the consistency of the decisions. Finally, 
the decision-making process lacked a functional appeals process (a key safety feature).
As a result, the algorithm disproportionately assigned high fraud-risk scores to the people who needed 
benefits the most without any evidence or compelling justification. Qualified applicants who were flagged 
were subjected to invasive and stigmatizing investigations. They suffered unnecessary delays in the delivery 
of much-needed benefits.

Mitigating the risk

Carefully select inputs that are relevant, legal and non-discriminatory. Before making decisions based on 
correlations, they should be proven to have a cause-and-effect relationship.

01
Lawfulness and fairness
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Transparency is fundamental to both accountability and product optimization. 
Explainability and interpretability aid in comprehending how decisions are made and 
provide assurance when AI works well — or recourse when it does not.

Privacy risk

Regulatory enforcement action; intellectual property risks; missing safety features; model design flaws.

What could go wrong

The inability to explain and justify decisions by AI systems protected by ‘black box’ algorithms prevents 
individuals from challenging the process and the outcome. Lack of transparency for both the input and 
output makes it difficult to avoid discriminatory or harmful results.

Mitigating the risk

Personal information to train data sets should be transparent, reliable, accurate, complete and correlated 
to the data output — which can be challenged if biased or inaccurate. Any data collected should contain 
privacy notices (right to be informed).

02
Transparency and explainability

Privacy laws require robust governance structures and privacy programs that clearly define 
and communicate roles and responsibilities.

Privacy risk

Concept drift; function creep; flawed algorithm design.  
AI developers or project champions can often overstate or even misrepresent claims about their models. When 
purchasers unquestioningly accept these claims and rely on or greenlight such systems, the shortcomings may 
only become apparent when real-world harms or other AI failures occur. For example, facial recognition ‘false 
positives’ can result in false arrests, detention of innocent people and unwarranted intrusion into their lives. 

What could go wrong

A hypothetical self-driving boat designed to find the fastest route across the harbor could potentially cause 
harm to delicate water systems and unsuspecting swimmers if not programmed to do so safely. So, inputs to 
training datasets should include images of swimmers.

Mitigating the risk

AI systems require clear lines of accountability to ensure: AI risks are managed effectively; a clear purpose, 
strategy and set of expectations are communicated to all involved; proper oversight and reporting, especially 
on deficiencies; third parties (e.g. data providers or AI developers) are held accountable and will cooperate in 
addressing any issues that arise.

03
Governance and accountability
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Personal data should be adequate, relevant and limited to the purpose.

Privacy risk

Post-deployment failures (robustness; adversarial attacks; unanticipated interactions).

In the AI world, the common assumption is that ‘more is better,’ but not all data is of equal quality. Systems 
trained on data sets without external validation may not function properly in the real world. This can lead to 
the misuse and unfair re-purposing of someone’s personal information. Also, speakers of under-represented 
languages are likely not consulted before their languages are used to train and develop natural language 
models without cultural understanding. 

What could go wrong

Data sets not externally validated, could result in inappropriate recommendations or conversations with 
minors, the spread of misinformation and racist remarks, logically inconsistent responses or outright lies. 
Additionally, using low-quality photos to train facial recognition systems can negatively impact accuracy in 
real-world applications and create selection bias.

Mitigating the risk

Not all data is useful, relevant or reliable. Data minimization drives better data curation for training, with 
inappropriate data filtered out, resulting in fewer but higher-quality data sets. Using primarily English and 
other dominant languages to train LLMs can lead to skewed models and exclude other languages in the 
training data, especially if only a few media sources (web, social media) are used.

Personal data processing should have a clearly defined and communicated purpose to 
protect rights, respect autonomy and prevent any potential harm.

Privacy risk

Model design and implementation failures (concept drift and data drift through alignment failures); impossible 
tasks; regulatory enforcement action; outlawed business model. 

Lack of purpose opens up the potential for misinformation or disinformation. For example, taking an author’s 
written work and using it to create new articles falsely attributed to the author. 

What could go wrong

An LLM trained on publicly available news articles and other data scraped from the web can sometimes 
provide incorrect answers or promote misinformation or disinformation. If controversial, factually unsound, 
or defamatory articles are written in the style of an author whose content was used to train the AI model, it 
could potentially cause harm if the public believes the author wrote it.

Mitigating the risk

All AI system stakeholders, from developers to salespeople and end-users, need to understand and respect 
the AI’s intended purpose. This will guide the selection of data elements used to train the model, the use 
cases during deployment and operation, the values and assumptions embedded within it, its configuration, 
safeguards and more. By doing so, the original consent or consent exception and people’s expectations are 
respected, increasing trust and reducing the risk of enforcement activity or public backlash.

04
Data-minimization

05
Purpose-limitation
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Under privacy law, personal data must be up-to-date, complete and accurate before it’s 
used. Also, individuals have a right to correct their data.

Privacy risk
Robustness issues (e.g. through overfitting, underfitting); failure under adversarial attacks; unanticipated 
interactions; missing safety features; unfairness; model drift.

Data quality can impact AI effectiveness, leading to a range of harms. For example, inaccurate data can be 
detrimental when making decisions about government policy or community planning. Even when data inputs 
are correct, the model may return an incorrect profile of an individual due to flawed assumptions, poor scoring or 
inability to process unfamiliar inputs. Inadequate or irrelevant personal data can result in model drift, degrading the 
model’s performance (e.g. lower prediction accuracy). If meaningful human review is lacking, the AI system may 
make inaccurate decisions, even if it operates as programmed and fails to detect anomalies.

What could go wrong
Police falsely arrest a man because their facial recognition system identifies him as the suspect without other 
evidence. Despite the police being uncertain about the resemblance between the man and the photo, they 
believe the accuracy claims of the AI system provider. The man suffers financial harm due to lost pay and legal 
fees, humiliation, anxiety, inconvenience, loss of liberty and possible stigma due to the wrongful arrest

Mitigating the risk
Data minimization and accuracy principles can help improve data quality to avoid many of these harms. 
For example, the UK Information Commissioners Office (ICO) advises AI developers to consider the trade-
off between data minimization and statistical accuracy at the testing stage to ensure the model remains 
accurate.7 It’s essential to monitor model performance for decision-making or predictive AI systems to 
ensure the data remains relevant, up-to-date, adequate and is retrained where necessary.

Privacy laws prohibit businesses from retaining personal data once it’s no longer necessary. 
Still, some laws allow data retention if suitably anonymized.

Privacy risk

Regulatory enforcement action.

Once a model is trained, the underlying training data should generally only be kept if re-training is needed. Even 
then, the risk of model drift necessitates re-assessing data quality to purge any irrelevant or outdated data. 
Retaining training datasets beyond their legitimate use, even if they are ‘anonymized’, also presents a significant 
compliance burden since re-identification risk must be continuously managed.

Regulators are particularly concerned about breach risks and unlawful re-purposing of datasets or unlawful 
enrichment and re-identification risk associated with data held longer than necessary. Additionally, even if 
anonymized, leaked training data can be enriched or reverse-engineered to re-identify individuals.

What could go wrong

A hypothetical AI model designed to assess employment suitability is based on an old dataset prioritizing an 
employee’s ability to attend work in person. The model has not been retrained to address the new realities of 
remote work. Consequently, candidates unable to attend in person are disadvantaged and excluded or given a 
lower rating in the hiring process.

Mitigating the risk

Understanding all relevant data retention laws fully and regularly reviewing and purging data where 
appropriate is vital.

7 Guidance on AI and data protection, UK Information Commissioners Office, March 15, 2023.

06
Accuracy

07
Storage-limitation
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Businesses that process personal data must ensure its confidentiality, integrity 
and availability.

Privacy risk

Failure under adversarial attacks; regulatory enforcement activity; loss of credibility.

Poor security practices can lead to training data being breached, which may include sensitive information like 
financial details, demographic data and postal codes. Such a breach could expose the people in the training 
data set to identity fraud risk, financial harm, anxiety and inconvenience in their efforts to avoid potential 
harms. 

What could go wrong

Some key security risks are: 

• Re-identification through ‘black box’ and ‘white box’ attacks.

• Attribute disclosure risk (risk of inferring additional information from anonymized data). 

• Data breaches through adversarial attacks, for example, gaming systems that allow an imposter to gain 
unauthorized access.

Mitigating the risk

A broader analysis of security will require specialized security expertise. However, some privacy 
aspects of security (such as the above examples) require specific attention as they impact the full 
suite of requirements.

AI should respect privacy rights, including rights to information, correction, explanation, 
deletion and automated decision-making.

Privacy risk

Regulatory enforcement action; loss of credibility and PR headaches; missing safety features.

What could go wrong

Suppose an AI system fails to acknowledge privacy rights and has insufficient checks and balances. In this 
case, the company exposes itself to regulatory and reputational risk.

Mitigating the risk

These rights apply across the AI lifecycle but may vary slightly by stage. Explainability mechanisms should be 
built into the entire AI lifecycle, as design, input decisions and modeling can all impact the resulting decision. 
Review and challenge rights can ensure that people continue to exert control over their personal data. The 
right to correct input data or challenge assumptions on which a model is based is critical to ensuring fair and 
accurate decision-making.

08
Security

09
Respect for end user privacy
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Countries are focusing on overseeing AI’s speedy adoption 
and ensuring that the future includes both business benefits 
and clear public safeguards for privacy and trust. 

Australia has published eight 
voluntary Artificial intelligence ethics 
principles designed to ensure safe, 
secure and reliable AI use.

Brazil has set out to establish 
principles, rules and guidelines to 
regulate AI development and use. 
Brazil is considered to be at the 
forefront of AI policy-making in the 
region, and given its size and relevance 
in Latin America, its proposed AI 
framework has the potential to 
become a regional trendsetter.

Canada’s proposed Bill C-27 
includes the Artificial Intelligence 
and Data Act, which aims to 
create new rules for responsible AI 
development and deployment. The 
federal government also released a 
Companion document to complement 
the framework proposed in the 
act. It’s the first step towards a 
new regulatory system designed to 
guide AI innovation positively and 
encourage the responsible adoption 
of AI technologies by Canadians and 
Canadian businesses.

China has published its Internet 
information service algorithm 
recommendation management 
provisions to safeguard national 
security and citizens’ rights and 
interests. China has also proposed 
Measures for the management 
of generative artificial intelligence 
services.

France has launched a National 
strategy for AI with three key 
objectives: achieving the highest 

scientific level in AI by training and 
attracting the best global talent, 
boosting investment in AI and 
ensuring an ethical approach to AI use 
and privacy protection. Commission 
nationale de l’informatique et des 
libertés (CNIL) has published its AI 
resources page, which includes a 
detailed self-assessment guide and its 
AI action plan page to prepare for the 
EU AI Act. The plan also addresses 
the latest AI developments like GenAI.

India’s Task force on artificial 
intelligence in 2018 provided policy 
recommendations on the ethical 
deployment of AI that the government 
can utilize for a five-year period.

Japan’s Social principles of human-
centric AI aims to ensure data 
privacy and security and create an 
environment where society can 
benefit from the data that individuals 
provide to organizations. Also, the 
Ministry of Economy, Trade and 
Industry has published Governance 
guidelines for the practice of AI 
principles. Emerging AI frameworks 
will strive to ensure Japan meets its 
goal of being an AI-ready society. 

New Zealand has published the 
Treaty of Waitangi/Te Tiriti and Mãori 
ethics guidelines for: AI, algorithms, 
data and IOT. These guidelines are 
intended for government agencies 
and others engaging with Mãori data 
and communities.

Saudi Arabia in 2020 launched its 
National strategy for data and AI, 
while its Personal Data Protection 

Law was amended in March 2023 
to provide comprehensive data 
protection during the use of all data 
relating to individual privacy.

Singapore has introduced its 
voluntary AI Verify framework, 
which encourages companies to 
be more transparent about what 
their AI systems can or cannot do, 
ideally keeping stakeholders better 
informed to build trust in AI. The 
Personal Data Protection Commission 
(PDPC) recently released its Model 
AI governance framework, along 
with helpful resources, including the 
Implementation and self assessment 
companion guide for organisations, 
Compendium of use cases, and an 
explainer regarding Singapore’s AI 
Verify Foundation Testing Framework 
and Software Toolkit. Additionally, the 
Protection Monetary Authority has 
published its Principles to promote 
fairness, ethics, accountability and 
transparency (FEAT) in the use of 
artificial intelligence and data analytics 
in Singapore’s financial sector.

Spain has announced the first 
national agency in Europe to supervise 
AI. With the Agencia Española de 
Supervisión de la Inteligencia Artificial 
(AESIA), Spain wants to lead the way 
in AI regulation in Europe. The Spanish 
Supervisory Authority (AEPD) recently 
released guidelines for auditing data 
processing activities involving AI. 

South Korea’s Personal Information 
Protection Commission has published 
its AI personal information protection 
self-checklist.

United Arab Emirates (UAE) 
has created an Ethical AI toolkit to 
help the industry and the public 
understand how AI systems can 
be used responsibly amid the lack 
of specific legislation governing 
AI use. In October 2017, the UAE 
government launched its UAE 
strategy for artificial intelligence.

United Kingdom (UK) has declared 
appropriate AI use a priority, citing 
its potential to pose a ‘high risk’ to 
individual rights and freedoms. It 
calls public trust paramount for safe 
AI adoption. The National AI strategy 
sets out an ambitious 10-year plan 
for the UK to remain a global AI 
superpower. The UK proposes a pro-
innovation approach to AI regulation. 
The Information Commissioner’s 
Office (ICO) has provided AI and 
data protection resources, including 
the AI and Data Protection Toolkit, to 
aid in this effort. The Centre for Data 
Ethics and Innovation (CDEI) has also 
published its AI Barometer.

United States (US) has not yet 
proposed federal AI legislation or 
regulations. However, some states 
have enacted state-level AI-related 
laws, while others are in the process 
of doing so. The National Institute 
of Standards and Technology 
(NIST) has developed an AI risk 
management framework and the 
Federal Trade Commission (FTC) has 
issued guidance on Using artificial 
intelligence and algorithms.

Regulatory 
highlights*

* These highlights are not an exhaustive list but merely illustrative of the current developments that are in flight at the time of writing. 
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The road 
ahead: Building 
trustworthy AI
Data privacy is the bedrock of an AI-first enterprise, with 
transparency over how personal information is deployed — 
and full accountability for any misuse, with processes for 
fast mitigation. 

AI’s speed and efficiency are transforming the world, and companies are 
understandably keen to harness its potential. Technological advantage can 
only bring competitive rewards if customers and other stakeholders trust that 
data is being used responsibly. 

While regulators are still struggling to keep up with AI advancements, the 
EU AI Act sends a strong message that regulation will be comprehensive 
with significant consequences for non-compliance. Businesses that build 
robust controls over AI use based on clear ethical guidelines should be well-
positioned to leverage AI’s benefits while safeguarding society from potential 
risks and satisfying regulatory requirements. 

Understand your 
regulatory environment 
and adopt an AI privacy 
strategy

Legislators, policymakers 
and regulators consistently 
stress aligning AI systems 
with recognized standards. 
So, it’s essential to identify 
which regulatory frameworks 
apply to your business, 
determine which you choose 
to comply with and plan how 
your AI will be deployed. 
Create a baseline for AI 
usage that satisfies varying 
regimes and streamline your 
AI development or AI-related 
business activities accordingly. 

Assess AI privacy risks

Assess privacy risks associated with developing in-
house AI solutions or using public models that train 
on public data. Be sure these models adhere to newly 
developed AI and ethical standards, regulations, best 
practices and codes of conduct to operationalize the 
requirements (e.g. NIST, ISO, regulatory guidance). 
This applies whether you are the developer or a client 
developing or acquiring and integrating an AI system. 

If you are a client, ask the developer for 
documentation to support their PIA and related 
AI privacy risk assessments and conduct your 
own private models. If they can’t provide this 
documentation, consider another provider. In many 
jurisdictions, including the UK and the EU, a PIA/
DPIA is already a legal requirement and a baseline 
that should bake in AI considerations. The PIA/
DPIA should address initial AI use and design 
considerations (e.g. problem statement, no-go 
zones, etc.). Focus on the articulation of necessity 
and proportionality for the data collection, as well 
as consent.

Audit your AI system

If you are a developer of AI systems or a third 
party/vendor of AI, you should assure clients and 
regulators that you have taken the necessary 
care to build trustworthy AI. One way to do this 
is through an audit against recognized standards, 
regulatory frameworks and best practices, 
including an algorithmic impact assessment. 

To illustrate, testing the AI system using test 
scripts which can address real-world scenarios 
to gain user feedback and help ensure its 
effectiveness, reliability, fairness and overall 
acceptance before deployment. This includes 
explaining what data was used, how it was 
applied to the end user as well as how the end 
user can contest or challenge the use of AI for 
automated decision-making purposes to prevent 
biased outcomes.

Respect rights and choices through 
explainability and transparency 
about data inputs and outputs

Be prepared to answer questions and manage 
the preferences of individuals impacted by your 
development or use of AI systems. Organizations 
that want to use AI for automated decision-
making should be able to explain in plain language 
how AI can impact their end users. 

Explainability is the capacity to articulate why 
an AI system reached a particular decision, 
recommendation or prediction. Be prepared to 
answer questions and manage the preferences of 
individuals impacted by your development or use 
of AI systems. Consider developing documented 
workflows to identify and explain what data was 
used, how it was applied to the end user and how 
the end user can contest or challenge the use of 
AI for decision-making purposes.

Incorporate Privacy by Design into your AI projects

Assess the impact on privacy and address compliance issues at the ideation stage — 
and throughout the AI lifecycle — through a systematic privacy impact assessment (PIA) 
or data protection impact assessment (DPIA). Privacy by Design, as outlined in the ISO 
31700 Privacy by Design Standard and KPMG Privacy by Design Assessment Framework, 
can help organizations build privacy into AI systems. 

Even if you believe your system only uses anonymized or non-personal data, privacy risks 
can emerge, including re-identification from training data sets and even AI models and 
downstream impacts of non-personal data used to train models that impact individuals 
and communities. A robust assessment will also include security and privacy threat 
modeling across the AI lifecycle and stakeholder consultation where appropriate. Consider 
broader privacy issues such as data justice (how fairly people are treated in the way 
you use their data) and indigenous data sovereignty (the rights of indigenous peoples to 
govern data about their communities, peoples, lands and resources).

1
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Five key steps that can help companies build trust in AI.
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How this 
connects with 
what we do
With roots stretching back over 150 years, KPMG firms 
have played a leading role in exploring and harnessing new 
technologies, such as GenAI, and providing assurance and 
direction in implementing them.

We understand that responsible AI 
is a complex business, regulatory 
and technical challenge. KPMG 
firms are committed to helping 
clients bring a responsible AI 
offering to life. Using GenAI 
responsibly, KPMG helps 
organizations build trustworthy 
and safe AI tech solutions. 

Further, KPMG privacy risk 
management professionals 
take a responsible approach to 
assessing the ethics, governance 
and security in place around 

KPMG Connected Enterprise
KPMG’s customer centric, agile approach to digital 
transformation, tailored by sector.

KPMG Powered Enterprise
KPMG’s suite of services to transform functions. Target operating models 
designed with the future in mind, using KPMG leading practices and processes 
and pre-configured SaaS (Software as a Service) platforms. 

KPMG Trusted
How to build and sustain the trust of your stakeholders.

KPMG Elevate
Unlock financial value quickly and confidently.

KPMG firms are helping businesses in every sector embrace a new era of opportunity in the digital economy. From strategy to implementation, KPMG 
professionals can help transform your current business model to drive future competitiveness, growth and value. KPMG. Make the Difference

clients’ AI and machine learning 
technologies. We aim to give 
you a holistic view of privacy 
trends and offer a range of 
privacy solutions and services, 
with expertise in PrivaTech, 
Privacy by Design, privacy target 
operating models, ESG and 
privacy, privacy program design, 
implementation and automation, 
customer experience and change 
management, privacy breach 
response and privacy remediation. 
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