
The need for and benefits of trustworthy AI i

The accelerated worldwide proliferation of generative AI 
over the past year inspired business leaders to evaluate 
use cases to grasp the opportunities of this promising 
technology in their business. At the same time, predictive 
AI and machine learning in general also find themselves 
increasingly the spotlight. According to KPMG’s global 
tech report 2023, organizations consider AI and machine 
learning the most important technologies for achieving 
their short-term ambitions.  

On the flip side of these exciting opportunities are increased 
risks around the appropriate and ethical application, 
development and distribution of AI due to its broader 
availability and use. Deep fakes facilitate impersonation 
scams, the distribution of deceptive messages and 
misinformation. Unexpected behavior by the system can 
lead to infringement of privacy, copyright and intellectual 
property rights or a leak of confidential (training) data. 

Further, erroneous decisions and biased or manipulated 
outputs of AI-based systems may negatively affect the 
fundamental rights, health and safety of us humans or 
cause harm to our environment.

These increased risks have not gone unnoticed by the public. 
According to “Trust in artificial intelligence,” a global survey 
conducted by KPMG, three in five people are wary of 
trusting AI systems. However, 75% of respondents state 
that they would be more willing to trust AI when assurance 
mechanisms are in place to signal ethical and responsible 
use. These could include monitoring system accuracy and 
reliability, arranging independent AI system reviews and 
certifications, and applying standards and codes of conduct. 

Clearly, then, gaining the trust of the relevant stakeholders, 
including customers, employees, business partners, 
regulators and investors, will be fundamental in order to 
seize the opportunities of AI. 

Toward trusted AI
Amid rapid developments in the AI space – from both a technological and 
regulatory perspective – the board plays a critical role in enabling progress while 
managing risks and compliance.
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“Three in five people 
are wary of trusting AI 
systems.”

i  Digital Trust is the expectation by individuals that digital technologies 
and services – and the organizations providing them – will protect all 
stakeholders’ interests and uphold societal expectations and values. 
Source: WEF / KPMG – Earning Digital Trust: Decision-Making for 
Trustworthy Technologies, 2022

 

https://kpmg.com/xx/en/home/insights/2023/09/kpmg-global-tech-report-2023.html
https://kpmg.com/xx/en/home/insights/2023/09/kpmg-global-tech-report-2023.html
https://assets.kpmg.com/content/dam/kpmg/ch/pdf/trust-in-ai.pdf


The role of regulation and the EU AI Act?
In response to the increased risks created by AI, the 
European Union (EU) has reached a ground-breaking 
provisional agreement on a comprehensive Artificial 
Intelligence Act (AI Act) that takes a risk-based approach 
to ensure that AI systems on the EU market are safe and 
trustworthy, and respect public rights and values. Expected 
to become law in 2024, with compliance set to be required 
by 2025, this legislation — the first of its kind — is 
anticipated to emerge as the de-facto new global standard 
for AI regulation.

The law imposes obligations on non-EU businesses as it 
has an extraterritorial effect: any provider placing AI systems 
on the market or putting them into service within the EU, 
regardless of its location, falls under the AI Act. So, too, 
do providers of AI systems located outside the EU, whose 
system output can or is intended for use in the EU. (See 
Decoding the EU AI Act for further details.) The 
consequences of non-compliance might range from 
restricting market access to significant fines up to EUR 
35m or 7% of global turnover.

The EU adopted a broad definition of an AI system:
“AI system” means a machine-based system designed to 
operate with varying levels of autonomy and that may 
exhibit adaptiveness after deployment and that, for explicit 
or implicit objectives, infers, from the input it receives, 
how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence 
physical or virtual environments.

The AI Act defines a risk framework with four categories 
(see graphic below). 

Depending on the category, different requirements for 
safeguards apply.
• AI systems that fall into the “unacceptable risk” category 

are prohibited. 
• For “high-risk” AI systems a stringent set of requirements 

applies, covering human oversight, comprehensive risk 
and impact assessments, data governance practices, 
incident reporting logging, monitoring and record keeping 
as well as measures to ensure accuracy, robustness 
and cybersecurity. Furthermore, such systems are 
subject to conformity assessment procedures and 
must affix the CE* mark confirming European 
conformity.

• Obligations for “limited-risk” AI systems focus on 
transparency, i.e., that users of the system are informed 
that they interact with an AI system or that content 
(images, audio or video) has been created or 
manipulated by such a system.

• No obligations apply to “minimal-risk” AI systems.
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*  The CE marking guarantees that the labeled products can be traded 
without restriction within the EU (or EEA) and ensures uniform 
protection for consumers within this area in health, safety, and 
environmental matters. Source: https://www.seco.admin.ch/seco/
de/home/Aussenwirtschaftspolitik_Wirtschaftliche_Zusammenarbeit/
Wirtschaftsbeziehungen/Technische_Handelshemmnisse/Mutual_
Recognition_Agreement_MRA0/CE-Kennzeichnung.html

https://assets.kpmg.com/content/dam/kpmg/ch/pdf/decoding-eu-ai-act.pdf
https://www.seco.admin.ch/seco/de/home/Aussenwirtschaftspolitik_Wirtschaftliche_Zusammenarbeit/Wirtschaftsbeziehungen/Technische_Handelshemmnisse/Mutual_Recognition_Agreement_MRA0/CE-Kennzeichnung.html
https://www.seco.admin.ch/seco/de/home/Aussenwirtschaftspolitik_Wirtschaftliche_Zusammenarbeit/Wirtschaftsbeziehungen/Technische_Handelshemmnisse/Mutual_Recognition_Agreement_MRA0/CE-Kennzeichnung.html
https://www.seco.admin.ch/seco/de/home/Aussenwirtschaftspolitik_Wirtschaftliche_Zusammenarbeit/Wirtschaftsbeziehungen/Technische_Handelshemmnisse/Mutual_Recognition_Agreement_MRA0/CE-Kennzeichnung.html
https://www.seco.admin.ch/seco/de/home/Aussenwirtschaftspolitik_Wirtschaftliche_Zusammenarbeit/Wirtschaftsbeziehungen/Technische_Handelshemmnisse/Mutual_Recognition_Agreement_MRA0/CE-Kennzeichnung.html
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The AI Act defines an additional category to cover 
“General Purpose AI” (GPAI). Large foundation models 
such as OpenAI’s GPT-4 or Google’s Gemini fall into this 
category. Comprehensive obligations – similar to the 
“high-risk” category – apply.

The regulatory situation in Switzerland
In Switzerland, the Federal Council instructed the Federal 
Department of the Environment, Transport, Energy and 
Communications (DETEC) to prepare an overview of 
possible regulatory approaches to AI, which will build on 
existing Swiss law and identify possible regulatory 
approaches for Switzerland that are compatible with the 
EU AI Act and the Council of Europe’s AI Convention. The 
analysis is expected to be available by the end of this year. 

In its Risk Monitor 2023, the Swiss Financial Market 
Supervisory Authority (FINMA) recognized AI as a strategic 
risk, particularly with regard to the responsibility for AI 
decisions, the reliability of AI applications, the transparency 
and explainability of AI decisions and the equal treatment 
of financial market clients. FINMA stated that it will monitor 
the use of AI by supervised institutions.

Key actions for the board
Fueled by the hype around AI technologies, the fear of 
missing out and employee demand, many organizations 
are under a very high pressure to deploy AI systems quickly 
and make them available to a very broad user base. 
Furthermore, many have been using AI systems for some 
years. The raising regulatory and public scrutiny means 
that new requirements may apply to them, and risks of 
non-compliance increase significantly.

The exceptional dynamic that comes with the current 
hype around AI systems and related risks pose a major 
challenge to non-executive boards who are accountable 
for oversight and risk management. 

Examples of unacceptable-risk AI systems:
• Behavioral manipulation.
• Exploitation of vulnerable characteristics 

of people.
• Social scoring by public authorities.
• Real-time remote biometric identification 

for law enforcement.
Examples of high-risk AI systems:
• Evaluation of eligibility to credit, health or life 

insurance or public benefits.
• Analyses of job applications or evaluation of 

candidates.
• Product safety components.

Examples of limited-risk AI systems:
• AI systems that interact with consumers.
• Generative AI: AI systems generating or 

manipulating content (image, audio
or video).

Examples of minimal-risk AI systems:
• Spam filters.
• AI-enabled video games.

Prohibited
Contravene Union values,

like fundamental rights.

Conformity assessment
High risk to health, safety,

environment and fundamental rights.

Transparency obligation
Risk of impersonation

or deception.

No obligations
No high risk.

Unacceptable 
risk

High risk

Limited risk

Minimal risk

Risk Framework (AI Act)
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This article is part of KPMG’s Board Leadership News. To receive this newsletter three times per year, please register here.

About the KPMG Board Leadership Center

The KPMG Board Leadership Center offers support and guidance to board members. We equip you with the tools and insights 
you need to be highly effective in your role, enabling you to focus on the issues that really matter to you and your business.  
In addition, we help you to connect with peers and exchange experiences.

Learn more at kpmg.ch/blc

B
o

ar
d

  
Le

ad
er

sh
ip

  
N

ew
s 

E
di

tio
n 

01
 / 2

02
4

1)  Ensure that an appropriate governance over AI 
systems is in place, which includes: 

 a.  A policy that defines risk categories (aligned with 
the EU AI Act categories) to cover all your AI 
systems. 

 b.  Transparent communication with all stakeholders, 
including employees, customers and business 
partners about the use of AI systems and how the 
organization addresses the related risks.

 c.  Implementation or improvement of your AI 
management system, considering standards such 
as ISO 42001 and other good practices; your 
organization may be able to build on other 
management systems related to information 
security or privacy that have been implemented 
in the past.

 d.  Employee training on AI ethics and compliance.

In the mid to long term, organizations may strive for a 
“trusted AI by design” approach to embed trusted AI 
principles across the entire lifecycle of their AI systems, 
products and services. Such organizations will be well 
placed to leverage this trust to differentiate themselves 
from peers and gain a competitive advantage.

2)  Ensure that the organization manages AI risks 
appropriately and adequately reports them to the 
board, which involves: 

 a.  Understanding of the risks of AI systems to your 
organization and stakeholders, including 
(prospective) employees, (prospective) 
customers, the public and the entire ecosystem.

 b.  A current inventory and classification of your AI 
landscape.

 c.  A gap analysis against applicable regulations, 
standards and good practices to develop an 
action plan or roadmap addressing these gaps.

 d.  Thorough testing of AI systems to ensure they 
operate as intended, considering the robustness, 
fairness and accuracy of the model; the quality of 
the (training) data; and safety, security and 
privacy.  
A multidisciplinary team (“red team”) may be 
required to perform these tests with the required 
quality. 

 e.  Assessment of risks from AI systems provided or 
developed by third parties.

In the short-term, the board should

https://home.kpmg/ch/en/home/misc/privacy.html
https://home.kpmg/ch/en/home.html
https://kpmg.com/ch/en/home/services/newsletter-registration/board-leadership-news.html
https://home.kpmg/ch/en/home/services/board-leadership.html

