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JSnova .

Motivace

Prehled metod — od historie po sou€asnost
Ukazky a priklady

Budoucnost

Zaveér a (diskuse ?)

@ jdeme na to ...



\olvace

Predikce je ¢im dal potrebnéjsi pro rozhodovani
Mnozstvi casovych rad je ¢im dal vétsi — napr.:
Mikrosegmentace portfolii
VétSi mnozstvi sledovanych / méfenych dat
Na predikce je ¢im dal méné €asu
Zvétsuje se frekvence predikci
Bézné se délaji predikce na hodiny dopredu
Call centra
Rizeni energetickych soustav
Predikce spotfeby energie
Predikce se pouzivaji také pro:
Detekce anomalii
Identifikace chyb v datech

Detekce podvodu



\olvace

Velmi Casto se setkavame s potfebou rychlé reakce na odchylky u mnoha rad
najednou

Neni ¢as na ,ladéni“ super-parametru jednotlivych metod / model(

Zvysil se vypocetni vykon

Zlepsili se metody postavené na bazi strojového uceni (random forest,
gradient boosting, ...)

Existence hotovych knihoven v Python se snadnou implementaci

Existence dostupnych datovych sad pro Skoleni a testovani robustnosti metod - T |



Jrenied metoc

Historické metody:
Primér
Posledni hodnota

Klasické metody:
Autoregression (AR) — 1920
Moving Average (MA) — 1901 . . .
Autoregressive Moving Average (ARMA) — 1970 . . . . . . ""
Autoregressive Integrated Moving Average (ARIMA) — 1975 e
Seasonal Autoregressive Integrated Moving-Average (SARIMA) — 1976

Seasonal Autoregressive Integrated Moving-Average with Exogenous Regressors (SARIMAX)
Vector Autoregression (VAR)

Vector Autoregression Moving-Average (VARMA) — 1980 »
Vector Autoregression Moving-Average with Exogenous Regressors (VARMAX) " '
Simple Exponential Smoothing (SES) — 1960
Holt Winter’s Exponential Smoothing (HWES)



Prophet univariete, multivariete (by Facebook)

Bayesian Ridge

Lasso

Random forest

XGBoost — 2016

Lightgbm (by Microsoft) — 2017

SVM RBF (support-vector machines radial basis function)
kNeighbors (Classifier implementing the k-nearest neighbors)
Tensorflow simple LSTM (Long Short Term Memory) — 2015
DeepAR (by Amazon)

N-BEATS
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... a jejich kombinace

....... a velmi rychle vznikaji dalSi
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* Pro pouziti ML metod neni potreba extra dlouhé €asové rady

« Tree models nepotrebuji mnoho super-parametru

* Pro ML modely je snadné pridavat externi (podptirné) data (features)

* Neni pravdou, ze u ML modelll neni mozné vysvétlit zavislosti




SUCOUCNOST

Dnes se intenzivné pracuje na ML feSenich pro
automatizovanou volbu nejvhodnéjsi metody pro predikci
v Casovych radach a take pro spravnou volbu super-
parametrt — Intelligent forecasting

Mezi vhodné kandidaty je mozné vzit napf.: autots




