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La Unién Europea se ha convertido en la primera region del mundo en contar con un marco juridico
tranversal y uniforme para el desarrollo confiable de la inteligencia artificial (IA). Es el conocido

Reglamento europeo de Inteligencia Artificial (RIA), cuyo gran objetivo es, a partir de un enfoque

basado en riesgos, proteger los derechos fundamentales de las personas, entre otros riesgos, ante
la llegada de una tecnologia que impacta fuertemente en la sociedad y la economia.

Se trata de un reto mayusculo para las empresas, ante el que surgen grandes interrogantes: ;Que
preguntas deben hacerse las organizaciones?; Qué obligaciones tienen en funciéon del riesgo de cada
sistema? ;A qué sanciones se exponen por incumplirlas?

Descubre las respuestas a continuacion.

Reglamento,
de aplicacion
directa en la

Unidn Europea

KPMG
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Crear un marco juridico
uniforme en toda la UE
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Abordar la |A con un
enfoque basado en el
riesgo, similar a RGPD
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Poner el foco en la
personas, protegiendo
sus derechos y la ética

digital, al tiempo que

impulsando la innovaciéon
\

J

‘)

Favorecer la gobernanza,
estableciendo los controles
de riesgos asociados,
asi como promover la
alfabetizacion en |A

© 2024 KPMG, S.A., sociedad anénima espanola y firma miembro de la organizacion global de KPMG de firmas miembro independientes afiliadas a KPMG International Limited, sociedad inglesa limitada por garantia. Todos los derechos reservados.




L EE———
JQuUéesunalA?

Un sistema basado en una maquina que esta disenado para funcionar con distintos niveles de autonomia y que puede
mostrar capacidad de adaptacion tras el despliegue, y que, para objetivos explicitos o implicitos, infiere de la informacién
de entrada que recibe la manera de generar resultados de salida, como predicciones, contenidos, recomendaciones o

decisiones, que pueden influir en entornos fisicos o virtuales.

* A estos efectos, es muy importante considerar las distintas tipologias de datos definidos tambien en el RIA (datos de entrada, datos de
entrenamiento, datos de validacidn, o los datos de prueba)

Ejemplos:
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Asistentes virtuales
inteligentes (Siri,
Alexa, Cortana...
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Sistemas de
reconocimiento facial
(FacelD de Apple)

Traductores
simultaneos (

\_/ Translate)

Google

©

Sistemas de
recomendacion
en plataformas de
contenido
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{Queé tipo de IA?

respo!]de[ Ias G Es necesario categorizarlo:
organizaciones? | Gezu. © 1

= En esta categoria se incluyen aquellos sistemas de |IA que
Pasos a Segl“r: representan una amenaza directa a la seguridad publica,
los derechos fundamentales o la privacidad. Su uso
esta estrictamente prohibido, salvo en situaciones muy
excepcionales. Hablamos de sistemas caracterizados por:

e Manipular cognitivamente el comportamiento de personas.

o e Manipular el comportamiento que aprovecha
vulnerabilidades de personas o grupos concretos.

;Tenemos un e Evaluar o puntuar socialmente.
sistema IA? ¢ |dentificar biométricamente en tiempo real en espacios
publicos.
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Aqui se incluyen los sistemas de |A que podrian tener un impacto considerable en los derechos
fundamentales de los individuos por su relacién con los servicios y procesos que afectan a la salud, seguridad,
etc. Su uso esta permitido siempre que se cumplan con ciertas salvaguardas adicionales y se monitorice su
funcionamiento. Esta categoria engloba a sistemas que cumplen estas dos condiciones:

Condicion 1

e E£stan destinados a utilizarse como componente de seguridad de un producto.

e Deben someterse a una evaluacion de conformidad por terceros con vistas a la comercializacion o puesta
en servicio del producto.

Condicion 2

O, por otra parte, sistemas especificos recogidos en el Anexo |lI del Reglamento, cuando influyen en la toma
de decisiones que puedan suponer un riesgo sobre la salud, la seguridad o los derechos fundamentales.

Recomendacion:

v ) Se recomienda revisar en cada momento si el sistema de |A puede ser catalogado como de riesgo alto dado

qgue la tipologia de casos puede cambiar en el tiempo.
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En este nivel se clasifican sistemas con algunas
obligaciones concretas de transparencia:

e Sistemas de reconocimiento de emociones
0 gue determinen la asociacion a categorias
soclales concretas a partir de datos
biométricos.

e Sistemas que manipulan contenido (imagen,
sonido, video, ...) que asemeje a personas,
objetos, lugares e entidades y puedan inducir
errbneamente a una persona a pensar que
son auténticos o veridicos.

Modelos de IA de proposito general
(con o sin riesgo sistémico)

Sistema que presenta un grado considerable
de generalidad y es capaz de realizar de
Mmanera competente una gran variedad de
tareas distintas, independientemente de la
manera en que el modelo se introduzca en el
mercado.

Los modelos de IA de uso general que no
presenten riesgos sistémicos estan sujetos
a algunos requisitos limitados, por ejemplo,
con respecto a la transparencia, pero
aquellos con riesgos sistémicos tendran que
cumplir con reglas mas estrictas.
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En caso de tratarse de un sistema de riesgo
alto, la compania debera registrarlo

Demostrar la existencia
de una gobernanzay

diligencia debida en el En todo caso, es necesario crear una cultura

en la que todas las partes involucradas

control de tales riesgos, (empleados, clientes, terceros externos)

procurando la existencia de entiendan los riesgos asociados a los

un modelo responsable y sistemas conforme a los marcos de

confiable en IA. gobernanza que se establezcan, impulsando
( ) la alfabetizacion en |A (formacion y

concienciacion) al respecto.
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Ohligaciones especificas para
10S SIStemas tle (Ao riesco

Implantacion de un sistema de gestion de Transparencia y comunicacion de informacion a
) : Gobernanza de datos :
riesgos y calidad los responsables del despliegue

Evaluacion de impacto sobre los derechos

Supervision humana Precision, solidez y ciberseguridad 1 ,
fundamentales y evaluacion de conformidad

Se permitira técnicamente el registro automatico
de acontecimientos v la trazabilidad a lo largo de
todo el ciclo de vida del sistema

Establecer y mantener la documentacion técnica
asociada a un sistema de |A de alto riesgo

Ejemplos: r_ j Sistemas de O Dispositivo médico: Sistemas que arrojen una Sistemas de
2y v Verificacion de la q: un robot de cirugia puntuacion de crédito seleccion
L:_J autenticidad de los supervisada por que impide la obtencion M) de personal
AT LA

documentos de viaje (== unalA de un préstamo
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Sanciones encaso de incumplimiento
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Cada una de las multas podra ser por

O/ de la facturacion O/ de la facturacion O/ delafacturacion | €l porcentaje o elimporte al que se
Hasta el 0 anual global Hasta el O anual global Hasta el O anual global refiere en los apartados anteriores
segun cual de ellos sea menor
. J

O ) O

OOOEEEEE | (000000006 (eo00000E0| Mrminsmz
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millones de euros en millones de euros para millones de euros
35 caso de sistemas de IA 15 la mayoria de las demas 7 5 por suministrar
prohibidos infracciones r informacion inexacta,
incompleta o 30 de su volumen de
enganosa /o facturacion anual global
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ProXimos pasos

Tras ser firmado por los presidentes del Parlamento Europeo y del Consejo, el acto legislativo se publicara en el
Diario Oficial de la UE en los proximos dias y entrara en vigor veinte dias después de esta publicacion. El nuevo
reglamento se aplicara dos anos después de su entrada en vigor, con algunas excepciones para disposiciones
especificas de las fechas en las que resultan aplicables las diferentes disposiciones del Reglamento.

r N ¢

~\ ®

bmeses 12meses 24meses
Disposiciones sobre |1A Q)) Disposiciones sobre <>>>

prohibidas de riesgo autoridades competentes
inaceptable de los Estados miembros
y modelos de |IA de
proposito general

Obligaciones
correspondientes a
determinados sistemas
de |IA de alto riesgo

KPMG)
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Gomo puede ayudarte KPMG

Para abordar y cumplir con la nueva regulacion, compartimos
nuestros principios, pilares éticos y aproximacion al gobierno en
materia de Inteligencia Artificial.

KPMG Trusted Al es nuestro enfoque estratégico y marco
para disenar, construir, desplegar y utilizar soluciones de IA
de manera responsable y ética, con el objetivo de acelerar la
creacion de valor con confianza.
Las capacidades de la IA estan evolucionando rapidamente y

por tanto, también nuestro enfoque con especial atencion a las
obligaciones especificas asociadas a IA Generativa (GenAl).
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A medida que los avances tecnoldgicos y los estandares legales,
éticos, y de riesgos maduren, KPMG continuara revisando y

evolucionando nuestro marco de Trusted Al y servicios asociados
coOMmo sea necesario.

KPMG

Modeling
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Latransformacion nuncapara.
NOSOLr0S tampoco.

En KPMG creemos que la transformacion es una oportunidad que no se puede dejar pasar. Integrando la mejor
tecnologia, con los procesos adecuados y las capacidades y vision necesarias, la transformacion seré un éxito.

Por esa razon, hemos trabajado durante décadas en el corazén de las empresas, ayudando a nuestros clientes a
maximizar el potencial de sus personas y de su tecnologia, trabajando junto para alcanzar resultados reales. Porque
cuando personas y tecnologias se unen, el resultado es insuperable.

Construyendo un mundo diferente:
Los profesionales de KPMG marcan la diferencia en la transformacion tecnoldgica de tu organizacion. Juntos, te

ayudamos a orientar tu negocio al cliente, optimizar funciones para afrontar nuevos retos, gestionar los riesgos y la
regulacion, alcanzar nuevas cotas de generacion de valor y crear un entorno para adaptarse a los cambios.

KPMG. Make the Difference.
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Contactos

Javier Aznar Noemi Brito Eva Garcia

Socio de Technology Risk Socia responsable del area de ‘Legal Socia responsable de Analisis de Datos e
de KPMG en Espaiia Operations & Transformation Services’ Inteligencia Artificial de KPMG en Espaiia
E: jaznar@kpmg.es (LOTS) y de IP & IT de KPMG Abogados E: evagarcial@kpmg.es

T: +34 699 35 00 29 E: noemibrito@kpmg.es T: +34 685 94 88 10

T: +34 689 38 57 98

Te ayudamos a sacar el maximo partido al despliegue
de la inteligencia artificial generativa en tu organizacion

Descubre como

Xin f©0 o

kpmg.es

La informacion aqui contenida es de caréacter general y no va dirigida a facilitar los datos o circunstancias concretas de personas o entidades. Si bien procuramos que la informacién que
ofrecemos sea exacta y actual, no podemos garantizar que siga siéndolo en el futuro o en el momento en que se tenga acceso a la misma. Por tal motivo, cualquier iniciativa que pueda
tomarse utilizando tal informaciéon como referencia, debe ir precedida de una exhaustiva verificaciéon de su realidad y exactitud, asi como del pertinente asesoramiento profesional.
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