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“As AI, including GenAI, is more widely adopted, the role of Risk will be 
critical to innovating while maintaining trust.  In the absence of formal 
legislation or regulation (and even when such may come), companies must 
proactively set appropriate risk and compliance guardrails and 
“speedbumps”. Keep in mind, regulators have made clear that existing 
authorities and regulations apply to “automated systems” , including 
algorithms, AI, and innovative technologies.

Emily Frolick
Partner

US Trusted Imperative Leader
KPMG LLP

“Generative AI adoption is quickly moving forward, and 
organizations are figuring out how to comply with 
regulation. Executives need to proceed with vigilance as 
regulation around generative AI is built and implemented.”
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Businesses are asking key questions on where the regulations are and where they may go. How do we as an organization design our risk governance and 
risk management so that we take advantage of the automation advances while mitigating the risks?

As artificial intelligence (AI), including Generative AI (GenAI), is more widely adopted, the role of Risk will be critical to innovating while maintaining trust. In 
the absence of formal legislation or regulation (and even when such may come), companies must proactively set appropriate risk and compliance guardrails 
and “speedbumps”. 

AI Regulatory Complexity is Not an Excuse 
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Introduction

“AI Regulations”: Here Today & More Coming

Speed to modern 
data, analytics, and AI

AI and Data 
Ethics Institute

AI Risks Span Silos

How KPMG Can Help:

Managing it All

https://advisory-marketing.us.kpmg.com/speed/ai.html
https://advisory.kpmg.us/articles/2021/ai-data-ethics-institute.html
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Amidst keen public policy and legislative attention to AI, regulators have been clear that existing regulations apply to “automated systems”, including AI, and cover the full lifecycle of design,
development, deployment, and continuous monitoring. 

“AI Regulations”: Here Today & More Coming

Key Legislative/Regulatory Activity

Interagency Statement on 
Enforcement Against 
Discrimination and Bias in 
Automated Systems

Existing legal authorities are applicable to 
“automated systems” (i.e., software and algorithmic 
processes, including AI) and “innovative new 
technologies”. Legal protections promote civil rights, 
non-discrimination, fair competition, consumer 
protections.

White House AI Bill of Rights; 
NIST Voluntary AI Risk 
Management Framework

Establishes resources/principles to manage AI risks 
and promote “trustworthiness” and an independent 
review and reporting of safety and effectiveness of 
AI system, including mitigation of bias and conflicts 
of interest.

SEC Proposed Rule on “Covered 
Technologies” and Conflicts of 
Interest

Proposal to address conflicts of interest when 
firms use “covered technologies” (including AI and 
predictive analytics) that optimize for, predict, 
guide, forecast, or direct investors’ decisions.

EU AI Act (European Union’s 
Artificial Intelligence Act)

Bill to establish a risk-based framework for AI 
applications, products, services  across design, 
development, deployment, monitoring with an eye to 
consumer protections/harms. Establishes 
requirements/obligations for providers at each risk 
level including conformity assessments, technical 
and auditing requirements, and monitoring. 

Key Areas to Watch: AI Regulatory Themes

Risk Management Fairness/Consumer Harm Under 
Existing Regulations

Purpose Limitation and Data 
Minimization (Privacy)

Supervision and enforcement of fairness in 
applications of AI and other innovative technologies 
under existing consumer and employee protection 
laws and regulations

“Whole of government” (multi-agency approach)

Limitations on access to and use of consumer 
data for specific, and/or explicit purposes, subject 
to permission, consent, opt in/out, and/or 
authorization, as required.

Limitations on data retention (e.g., only for the 
stated purpose)

Safeguards on data and systems (re: access 
and use)

Risk management and governance around the 
design, use, and deployment of AI, including:
― Safety and effectiveness (e.g., protections against 

unintended or inappropriate access or use)
― Anti-bias and anti-discrimination (protections 

against, and ongoing testing)
― Data governance and data privacy 
― Transparency (e.g., what/how information is used; 

potential impacts to business/consumer)
― Accountability and oversight.
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Areas of Complexity

Expect that regulatory approaches to AI and/or the areas of regulatory and supervisory focus will evolve and may diverge across state, federal, and global jurisdictions increasing the complexity 
of AI compliance. Similarly, regulatory expectations in other evolving areas that touch on system inputs and outputs as well as customer impact (such as fairness, privacy, and cybersecurity)
may overlap with AI expectations, increasing regulatory scrutiny and adding to complexity. 

AI Regulatory Complexity is Not an Excuse 

Key Areas to Watch: Added Complexity

Continual Evolution Overlapping Expectations Regulatory Divergence

The widening deployment of user-friendly AI 
products and services is leading to rapid evolution in 
their applications and capabilities. These 
advancements add complexity to both how 
regulators are approaching AI, as well as how 
companies evaluate compliance.

The current and rapidly evolving 
legislative/regulatory focus on fairness, data 
privacy, cybersecurity, and resiliency will add 
complexity to the intensifying interagency and 
cross-jurisdictional focus on AI. Updates to these 
regulations could overlap with regulatory 
expectations for the design, development, and 
deployment of AI, including consumer impact..

Diverging regulatory approaches or areas of focus 
to AI supervision would greatly expand the 
complexity around compliance and necessitate 
reassessment of current and target state 
compliance functions and approaches to 
compliance risk assessments. Consider impact 
assessments, jurisdictional risks, regulatory 
awareness, and timing.

AI’s wide accessibility and user-friendly interfaces are fostering 
rapid technological advances and innovations, and drawing state, 
federal, and global regulatory focus to the existing, new and 
evolving risks it poses. Companies will need to conduct an 
enterprise-wide evaluation of these risks, including, but not limited 
to bias, discrimination, transparency, governance, consistency, and 
fairness as well as data collection, protection, quality, ownership, 
storage, and retention.

Evolution of AI

Regulatory scrutiny around AI explainability (transparency) and 
accountability will necessitate appropriate levels of acumen, 
experience, and training. As companies design and develop AI, 
enterprise-wide coordination and alignment will be needed. 
Engage with internal stakeholders throughout the AI lifecycle to 
Improve enterprise-wide capacity for understanding AI, including 
benefits, risks, limitations and constraints; Check assumptions 
about context and use; Enable recognition of malfunctions, 
misinformation, or misuse.

Enterprise-wide Understanding

As AI technologies, including GenAI, gain ground, it is imperative 
to prioritize effective risk management to avoid regulatory pitfalls 
while taking advantage of new opportunities. Look to cultivate and 
implement an enterprise-wide culture of risk management in the 
design, development, deployment, and evaluation of AI systems 
and connect technical aspects of AI systems design and 
development to organizational values and principles.

Known (and Unknown) Risks of AI
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AI Risks Span Silos
The benefits and risks of AI will touch areas across the organization, including a variety of aspects related to operations, products and services, and customer protections.  Key areas of concern 
include potential conflicts of interest (between the company and the customer), market concentration (AI base model providers), and macro-prudential policy interventions. 

Core Areas of Potential Impact from Regulation

Privacy
Data collection, use, 
protection, quality, 
ownership, storage and 
retention.

Data
Data breaches, malware, 
fraud, identity theft, or 
other financial crime.

Security
Security risks of AI use, 
including adversarial 
attacks, data poisoning, 
insider threat, and model 
reverse engineering, 
which require swift 
remediation to manage 
reputational risks.

Adoption & 
Integration
Operational risks of AI 
adoption, including third-party 
risk management, 
overreliance on a single 
provider, limited access to 
experts, and the need to train 
the workforce to effectively 
leverage this technology.

Testing & Evaluation, 
Verification & 
Validation (TEVV)
Effective AI design and 
development requires robust 
TEVV processes at each stage 
of the AI lifecycle to ensure 
alignment with intended use 
and appropriate calibration, 
assess user experience, and 
ensure adherence to relevant 
requirements and expectations.

Assurance & 
Attestation
AI trustworthiness is critical 
to a successful user 
experience and can be 
fostered by providing 
assurances outlining the 
systems that maintain an AI 
system’s confidentiality, 
integrity, and availability.

Intellectual Property
AI could raise potential legal 
considerations around IP 
rights, including potential for 
devaluation.

Key Areas to Watch: Impacts

AI “Trustworthiness” Business Risks AI Risk Management

Regulatory focus on AI trustworthiness, 
particularly around safety, efficacy, fairness, 
privacy, explainability, and accountability, will 
necessitate companies to holistically reassess 
the purpose and application of AI throughout the 
organization, including data collection, inputs and 
outputs, use, privacy, and security..

Anticipate current policies and procedures may 
need reassessment or updating based on 
emerging public policies and/or regulatory 
issues and actions around AI and related 
topics, such as privacy or cybersecurity. 
Monitor regulatory developments/actions to 
assess whether they will lead to significant 
changes to business models, such as business 
restrictions or limitations.

Be attentive to risks associated with incorrect or 
misused AI and related regulatory scrutiny; 
Address the potential for such risks through an 
active AI risk management framework. Regulators 
will look for:

― Robust AI development, implementation, and 
use (e.g., Clear statement of purpose; sound 
design/theory/logic) 

― Effective validation conducted independently of 
the AI design and development 

― Sound governance, policies, and controls
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Managing risk associated with the design, development, deployment and management of AI solutions will require an understanding of each AI deployment; adapting legacy risk frameworks to 
embrace and incorporate emerging AI tools and trends; and adapting risk mindset with a focus toward monitoring outcomes, identifying model risk threats, and overall model risk management.  
To do this, the following are four pillars and representative actions Risk organizations should be focused on today:

Managing it All

• Establish AI governance framework

• Develop policies that govern the use of 
AI throughout the organization with 
clearly defined roles and responsibilities

• Educate stakeholders on the use of AI, 
emerging risks around AI, and 
appropriate use policies

• Establish transparency principles and 
policies 

• Incorporate AI into model risk 
management (MRM) framework 
including areas such as approved use, 
ongoing monitoring, and risk ratings

• Establish protocols for AI modeling 
usage, including business decisions vs 
experimental (Internal deployments),  
that align to MRM standards

Establish Governance

• Monitor AI regulatory developments

• Ensure appropriate stakeholder groups 
are implementing requirements and/or 
controls 

• Align AI deployments and governance 
standards with appropriate regulatory 
guidelines and requirements

• Validate oversight of enterprise AI use 
and deployment standards

• Establish consistent contracting and AI 
deployment requirements for 3rd parties

• Ensure a mechanism has been 
established to identify, report, and 
manage AI vulnerabilities

• Assess ethical or societal impacts of 
planned AI usage

• Monitor legal considerations of external 
facing deployments

Compliance and 
Legal Risk

• Align current vision, strategy, and 
operating model for AI solutions

• Assess Board level oversight 

• Inventory AI landscape within your 
organization, along with planned use 
cases, models, and tools.

• Ensure the use cases and vendor 
landscape for each AI solution are 
clearly understood

• Monitor 3rd party risks associated with 
data protection, storage of data, and 
access to confidential data

• Evaluate software tools that are being 
acquired to monitor ongoing data and AI 
pipeline security and privacy concerns 
(including poison and drift)

• Incorporate AI assessment into annual 
risk assessment process

Understand AI 
Strategy & Roadmap

• Perform AI risk assessments around 
areas such as compliance, governance, 
security, fairness, bias, accuracy, and 
explainability

• Assess access, API/interface, data 
security, privacy and change 
management controls specific to AI 
deployments

• Evaluate AI testing, training and 
deployment standards 

• Assess financial reporting impact

• Identify KPIs to monitor AI outcomes, as 
well as detect anomalies, fraud, data 
poisoning

• Assess AI solution resiliency and 
reliability

Monitor Usage 
and Deployments

For more information visit: KPMG Speed to Modern Technology: Responsible AI 6

https://advisory-marketing.us.kpmg.com/speed/responsible-ai.html?web=1
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2023 KPMG Generative AI Survey

51% 46% 44% 43%

25% 24%

Data privacy Security Transparency Liability Copyright and
IP

Bias/DEI

When it comes to GenAI, business leaders anticipate the most 
regulatory action around data privacy—less is anticipated around 
copyright and bias.

35%

41%

76%

More than three quarters 
of businesses are not 
waiting or will take a 
short (3-6 month) pause 
with AI adoption to monitor 
the regulatory landscape—
only a quarter say they will 
wait longer.

Will not 
wait

Will wait 
3-6 months

Will wait 
longer

Nearly 8 in 10 business leaders (77%) say that evolving 
regulations have an impact on their decision to make additional 
Generative AI investments..

The most common planning measures being taken in expectation of changing 
regulations around Generative AI include hiring specialized talent, creating 
new roles around regulations, and partnering with third parties.

Hiring specialized 
talent

Creating new roles 
around regulations

Partnering with 
third parties

41%45% 37%
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2023 KPMG Generative AI Survey Report: KPMG surveyed 200 senior U.S. business leaders about GenAI and the transformational impact this emerging technology will have on 
business. Respondents say that uncertainty about the regulatory environment is the top barrier to implementing generative AI, but most are not slowing down their AI adoption.

https://advisory-marketing.us.kpmg.com/speed/genai2023.html
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AI-related Legislative & Regulatory Actions 

2022 2023

FTC CFPB White House NIST FTC SEC FTC

Congress

SEC

SEC

Illinois
FTC

California

Virginia

DOC

Interagency Montana Interagency Colorado

Connecticut

Final amendments 
to Safeguards Rule 
become effective 
(Jan 2022)

NPR on Conflicts of 
Interest using 
predictive data 
analytics 
(July 2023) 

Circular on adverse 
action requirements 

for complex 
algorithms

(May 2022)

Blueprint for AI 
Bill of Rights 

(Oct 2022)

Voluntary AI Risk 
Management 

Framework 
(Jan 2023)

Blogs on 
advertising AI 
products/ 
services and AI 
& UDAP 
(Feb/Mar 2023)

Proposal to 
amend 
Regulation S-P 
(Mar 2023)

Policy Statement on Misuse 
of Biometric Info
(May 2023)

Multiple hearings on 
AI, oversight, and 
intellectual property 
(May 2023)

Request for 
information on DEPs 
(Aug 2021)

Connecticut 
Data Privacy 
Act becomes 
effective
(Jul 2023)

AI Video 
Interview Act 
became 
effective
(Jan 2023)

ANPR on 
commercial 

surveillance and 
data security 

(Aug 2022)

CCPA/CPRA 
became effective

(Jan 2023)

Consumer Data 
Protection Act (VCDPA) 

became effective
(Jan 2023)

NTIA Request for 
Comment on AI 

assurance and trust 
(Apr 2023)

Statement on 
supervision and 
enforcement of 

“automated 
systems” 

(Apr 2023)

Enacted the 
Consumer Data 

Privacy Act
(May 2023)

NPR on 
amendments to 

FIRREA regarding 
automated 

valuation models
(2023)

Colorado 
Privacy Act 
becomes 
effective
(Jul 2023)

A wide array of actions from legislators and regulators at the state, federal and global levels seek to frame appropriate guardrails on AI technologies on enterprises, consumers, and 
other stakeholders. The timeline below shows select examples of these actions.

White House

Executive Order 
(expected 2023) 
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FirmwideFrom KPMG Regulatory Insights

Relevant Thought Leadership

• “Covered Technologies” and 
Conflicts of Interest: SEC 
Proposal 

• Enforcement/Supervision to 
“Automated Systems”

• Ensuring Trust in AI: Commerce 
Department Request for 
Comment

• Focus on Tech: Cloud, AI, 
Personal Data

Download the paperDownload the paper

Download the paperKPMG Speed to Modern 
Technology: Responsible AI
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https://advisory.kpmg.us/articles/2023/covered-technologies-and-conflicts-of-interest-sec-proposal-reg-alert.html
https://advisory.kpmg.us/articles/2023/enforcement-supervision-to-automated-systems-reg-alert.html
https://advisory.kpmg.us/articles/2023/ensuring-trust-in-ai-commerce-department-request-for-comment-reg-alert.html
https://advisory.kpmg.us/articles/2023/focus-tech-cloud-ai-personal-data.html
https://urldefense.com/v3/__https:/url.emailprotection.link/?bYPYUQJM4rritrCf7h_4OjawyGxRcMowaOh25jd812i7CKGyNp7NghUwlNQkb1guqeEpJVzDbNvZaf6Img59Ng6Q5tc5tZ6WDqtjjopzeWUWfgtL_SuSqAIbcLNHMf8si__;!!N8Xdb1VRTUMlZeI!j2tQkV05ImAWpvaooednkv_kwQsI6YdYKdWcBFQTWmnuN5eBM-U5JFoyfRErfmCtbBiDtnvY1kn7OBs8F5WtyHQ$
https://urldefense.com/v3/__https:/url.emailprotection.link/?bfCcnPHAPPjoy8eUiM-QwlIlAtsmWE6zO_g5e6YRNRo0eUrcFS_SrOUBpl9XOGHnlqb0SAWAvpCy1h-VJQliJV9AtBMAo0NpnQNpI3RoSUlA0gkqaiXcKd490n95nKmnv__;!!N8Xdb1VRTUMlZeI!j2tQkV05ImAWpvaooednkv_kwQsI6YdYKdWcBFQTWmnuN5eBM-U5JFoyfRErfmCtbBiDtnvY1kn7OBs8CCF9GXs$
https://urldefense.com/v3/__https:/url.emailprotection.link/?bUdxqO_ZKtFVknGWs32JSUpGCrJKSqD8Papg1Kcaq05B9DZT3Iav6dCQCqm10FNVEJuNPORzWIpKcJAG8RY56XhPa62mYn4mUt0IY9nAQAUPw_o8vgnOhpy3gR5JRPHrP__;!!N8Xdb1VRTUMlZeI!j2tQkV05ImAWpvaooednkv_kwQsI6YdYKdWcBFQTWmnuN5eBM-U5JFoyfRErfmCtbBiDtnvY1kn7OBs8w4ok-wA$
https://advisory-marketing.us.kpmg.com/speed/responsible-ai.html?web=1
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