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Executive summary
The release of ChatGPT in late 2022 brought the transformative power 
of AI firmly into the public consciousness and everyday experience. 
While exponential investment in AI predated its release, individual and 
organizational use of AI has increased dramatically and rapidly since 2022.1 
For example, OpenAI’s suite of generative AI tools obtained over 100 million 
users in only two months.2 AI is now firmly part of everyday life and work 
for many people and is widely embraced across all sectors of the global 
economy, including finance, education, transport, manufacturing, agriculture, 
healthcare, retail, and media.3 

The benefits and promise of AI for society and 
business are undeniable. AI systems are being 
used to make cancer detection faster and more 
accurate, enhance the efficiency of renewable 
energies, and drive productivity and innovation 
in the workplace, among other impactful use 
cases.4 However, as AI’s capabilities and reach 
become more apparent, so too has awareness 
of the risks and challenges, raising questions 
about the trustworthiness, regulation, and 
governance of AI systems. The public’s trust in AI 
technologies and its responsible and ethical use 
is central to sustained acceptance and adoption 
and in realizing the full societal and economic 
benefits of these technologies.

Given the rapid advancement and widespread 
adoption of AI technologies—and their 
transformative effects on society, work, education, 
and the economy—bringing the public voice into 
the conversation has never been more critical. 
This research aims to provide an evidence-based 
understanding of people’s trust, use and attitudes 
toward AI, their views on the impacts of AI, and 
expectations of its governance and regulation. 

The insights are important to inform public policy 
and industry practice and a human-centered 
approach to stewarding AI into work and society. 
They can help policymakers, organizational leaders, 
and those involved in developing, deploying, and 
governing AI systems to understand and align 

with evolving public expectations, and deepen 
understanding of the opportunities and challenges 
of AI integration. 

The report provides timely, global research 
insights on a range of questions, including the 
extent to which people trust, use, and understand 
AI systems; how they perceive and experience 
the benefits, risks and impacts of AI use in 
society, at work and in education; expectations 
for the management, governance and regulation 
of AI by organizations and governments; how 
employees and students are using AI for work 
and study; and perceived support for the 
responsible use of AI. It draws out commonalities 
and differences in these key dimensions across 
countries and sub-groups of the population, and 
sheds light on how trust and attitudes toward AI 
have changed over the past two years since the 
widespread uptake of generative AI. 

Next, we summarize the key research insights.

Now in its fourth iteration, the research captures 
the views of more than 48,000 people from  
47 countries, representing all global geographic 
regions. It offers the most comprehensive 
examination to date of public trust and attitudes 
toward AI. In addition, it takes a deep dive into 
how employees and students use AI in work 
and education and their experience of the 
impacts of AI in these specific settings. 
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A snapshot of key findings

Trust and acceptance of AI

Trust in AI systems remains a significant 
challenge: over half (54%) are wary about 
trusting AI. People are more skeptical of 
the safety, security and societal impact of 
AI and more trusting of its technical ability. 
While most people feel both optimistic 
and worried about AI, 72% accept its use. 
People in advanced economies are less 
trusting (39% vs. 57%) and accepting (65% 
vs. 84%) compared to emerging economies.

AI use and understanding

Two in three (66%) intentionally use AI on a 
regular basis and three in five say they can 
use AI effectively. However, most (61%) 
have no AI training and half report limited 
knowledge. People in emerging economies 
report higher regular use (80% vs 58%), 
training (50% vs 32%), knowledge (64% vs 
46%) and efficacy (74% vs 51%) than those 
in advanced economies. People that are 
younger, university-educated, higher-income 
earners and AI-trained report more trust,  
use and AI literacy. 

AI benefits and risks 

People report experiencing both benefits 
and negative outcomes from AI use. 
While many report improved efficiency, 
accessibility, decision-making and innovation, 
concerns about cybersecurity, privacy and IP, 
misinformation, loss of human connection, 
job loss and deskilling are widespread. The 
public's ambivalence towards AI is evident, 
with divided opinion on whether the benefits 
outweigh the risks in advanced economies.

AI regulation and governance 

There is a strong public mandate for AI 
regulation, with 70% believing regulation is 
necessary. However, only 43% believe current 
laws are adequate. People expect international 

laws (76%), national government regulation 
(69%), and co-regulation with industry (71%). 
87% also want laws and fact-checking to 
combat AI-generated misinformation.

AI adoption in the workplace 

Three in five (58%) employees intentionally 
use AI at work on a regular basis, with a 
third using it weekly. Generative AI tools are 
most commonly used with many employees 
opting for free, publicly available tools rather 
than employer-provided options. Emerging 
economies are leading in employee adoption 
with 72% using AI regularly compared to 
49% in advanced economies.

Impacts of AI at work

Over half of employees report performance 
benefits from AI. However, employees also 
report mixed impacts on workload, human 
interaction and compliance and two in five 
believe AI will replace jobs in their area. Many 
employees report inappropriate, complacent 
and non-transparent use of AI in their work, 
contravening policies and resulting in errors 
and dependency. Governance and training  
to support responsible AI use appears to  
be lagging adoption.

Student engagement with AI 

Four in five students (83%, predominately 
tertiary) regularly use AI in their studies, 
reporting benefits such as efficiency, 
personalization of learning, and reduced 
workload and stress. However, inappropriate, 
complacent and non-transparent use of AI by 
students is widespread, raising concerns about 
over-reliance and diminished critical thinking, 
collaboration, and equity of assessment. 
Only half report their education provider has 
policies, resources or training to support 
responsible AI use.
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The age of working with AI is here and is 
delivering performance benefits, but also 
mixed impacts

Across countries, almost three in five employees 
intentionally5 use AI at work on a regular basis, 
with almost a third using it weekly or more. 
General-purpose generative AI tools are by far 
the most widely used, with most employees 
using free, public tools like ChatGPT rather than 
tools provided by their employer. Three in four 
report that their organization uses AI, with almost 
half stating AI is used in a broad range of tasks 
and functions. 

Emerging economies6 are leading workplace 
adoption of AI, with employees in these economies 
more likely to use AI regularly (72% vs 49%) than 
those in advanced economies. 

The use of AI at work is clearly delivering a range 
of positive performance benefits. Most employees 
report increased work efficiency, access to accurate 
information, innovation, higher quality of work and 
decisions, and better use and development of 
skills and abilities. Almost half report that AI use 
has increased revenue-generating activity. 

However, employees also report mixed impacts 
on workload, stress, human collaboration, 
compliance, and surveillance at work. For example, 
half say they use AI rather than collaborating with 
peers or supervisors to get work done, and one 
in five say AI use has reduced communication, 
interaction and collaboration, raising the question 
of how human connectivity will be retained in AI-
augmented workplaces. These insights underscore 
the importance of understanding and managing 
the impacts of AI at work, ensuring appropriate 
work design, and building employee capabilities 
in effective human-AI collaboration. 

The responsible use and governance of 
AI is not keeping pace with adoption: 
many employees are using AI in 
complacent and inappropriate ways 
which increase risk

While the rapid adoption of AI is delivering 
benefits, many employees are using AI in 
complacent and inappropriate ways, increasing 
risks for organizations and individuals and raising 
quality issues. For example, almost half admit to 
using AI in ways that contravene organizational 
policies and uploading sensitive company 
information, such as financial, sales, or customer 
information, to public AI tools. Three in five report 
they have seen or heard of other employees 
using AI tools in inappropriate ways. Two in three 
report relying on AI output without evaluating the 
information it provides, and over half say they 
have made mistakes in their work due to AI.

What makes these risks even more challenging 
to manage is that over half of employees avoid 
revealing when they use AI to complete their work 
and present AI-generated content as their own. 
These findings highlight a lack of transparency and 
accountability in the way AI, particularly generative 
AI tools, are being used by employees at work. 

This complacent use may be fueled by inadequate 
training, guidance, and governance of responsible 
AI use at work: within organizations that use 
AI, only one in two employees in advanced 
economies report that their organization offers 
training in responsible AI, has policies and 
practices on responsible AI use, or a strategy and 
culture that supports AI. Despite the high use of 
generative AI tools, only two in five say there is a 
policy guiding its use. Complacent use may also 
be exacerbated by a sense of pressure to use AI, 
with half of employees feeling they will be left 
behind if they don’t.

From a governance perspective, these findings 
highlight a critical gap and urgent need for 
organizations to proactively invest in responsible 
AI training and the AI literacy of employees 
to promote critical engagement with AI tools. 
They also underscore the need to put in place 
mechanisms to effectively guide and govern how 
employees use AI tools in their everyday work,  
to promote greater accountability, transparency, 
and employee engagement.
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Most students use AI and report benefits, 
but inappropriate use and over-reliance 
is widespread and challenging critical 
skill development 
The findings for students (predominately tertiary 
students) provide insight into how AI is being 
used by the next generation of the workforce and 
affecting education and training. Results mirror 
those for employees but are more pronounced. 
Four in five (83%) students regularly use AI in 
their studies, with half using it weekly or daily. 
The large majority use free, publicly available 
generative AI tools. 

Most students are deriving significant benefits 
from AI use in education, such as increased 
efficiency, access to information, quality of work, 
idea generation and personalization of learning, 
and reduced workload and stress. However, AI’s 
influence on social dynamics, critical thinking, 
and assessment is mixed. For example, a quarter 
to a third of students report reduced critical 
thinking and less communication, interaction,  
and collaboration with instructors and peers.  
A similar number perceive less trust of students 
by instructors and peers, and reduced fairness 
and equity of assessment due to AI.

The complacent use of AI by students is 
widespread. Most students have used AI 
inappropriately, contravening rules and guidelines 
and over-relying on AI. Two-thirds have not  
been transparent in their AI use, presenting  
AI-generated content as their own and hiding 
their use of AI tools. Only half regularly engage 
critically with AI tools and their output. 

The level of student dependence on AI is 
concerning: over three-quarters have felt they 
could not complete their work without the 
help of AI and rely on it to do tasks rather than 
learning how themselves. Four in five say they 
put less effort into their studies and assessment 
knowing they can rely on AI. 

A lack of institutional support for responsible AI 
use may be contributing to this problem: only half 
of students report their education provider has 
policies to guide responsible use of AI in learning 
and assessment, or training and resources to 
support AI understanding and responsible use.

These findings may have longer-term implications 
for the effective development of essential skills—
such as critical thinking, communication and 
collaboration, with implications for organizations 
as these students enter the workforce. 

Trust in AI cannot be taken for granted: 
many people are wary about trusting 
AI systems, particularly in advanced 
economies

Despite high rates of individual adoption, trust 
remains a critical challenge. Over half (54%) 
of people are wary about trusting AI systems. 
Underlying this average are differences between 
economic groups: three in five people in 
advanced economies are unwilling or unsure 
about trusting AI systems. In contrast, in 
emerging economies, three in five people trust 
AI systems. We find similar levels for employee 
trust in the use of AI at work, and student trust  
of AI for educational purposes.

People are more skeptical about the safety, 
security, and ethical use of AI systems and more 
trusting of the technical ability of AI to provide 
helpful output and services. This helps explain 
individual use of AI to gain performance benefits, 
despite trust concerns around its broader impact 
on society and people. While the majority accept 
the use of AI systems, most people report low 
or moderate acceptance and approval levels. 
People’s ambivalence toward AI is also reflected 
in their emotions: the majority report optimism 
and excitement, coupled with worry. 

People have high confidence in universities, 
research, and healthcare institutions to use and 
develop AI in the best interests of the public, 
and generally less confidence in government 
to do so. People in advanced economies have 
lower confidence in industry and big technology 
companies to develop and use AI in the public 
interest, whereas confidence in these entities  
is high in emerging economies.

Organizations can build stakeholders’ trust in 
their use of AI by investing in responsible AI 
governance mechanisms that signal trustworthy 
use: four in five people report they would 
be more willing to trust an AI system when 
assurance mechanisms are in place, such as 
monitoring system reliability, human oversight and 
accountability, responsible AI policies and training, 
adhering to international AI standards, and 
independent third-party AI assurance systems.
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People are experiencing a range of 
benefits and negative outcomes from  
the use of AI in society 

People’s ambivalence toward AI stems from the 
mixed benefits, risks and negative impacts that  
are being felt from AI use in society: 42 percent 
believe the benefits outweigh the risks, 32 percent 
believe the risks outweigh the benefits, and  
26 percent believe the benefits and risks  
are balanced.

Three in four report experiencing a broad  
range of benefits, including improved efficiency 
and effectiveness, enhanced accessibility to 
information and services, greater precision and 
personalization, improved decision-making and 
outcomes, greater innovation and creativity, 
reduced costs and better use of resources. 
These outcomes benefit individuals, while  
also bringing performance-oriented benefits  
to organizations and society more broadly. 

However, people’s experience of these benefits 
is coupled with clear concerns about the risks 
and negative impacts of AI on society. Four in 
five people are concerned about—and two in 
five have personally experienced or observed—
negative outcomes from AI. These include 
the loss of human interaction and connection, 
cybersecurity risks, loss of privacy or intellectual 
property, misinformation and manipulation, 
harmful or inaccurate outcomes, deskilling and 
dependency, job loss, and disadvantage from 
unequal access to AI. Comparatively fewer 
people are concerned about AI bias resulting in 
unfair treatment and the environmental impact of 
AI, however even these outcomes are reported 
by a third of people surveyed. 

Respondents across countries share similar 
views and experiences regarding AI risks and 
negative outcomes, highlighting these as areas 
of universal concern. These negative outcomes 
are not just ‘perceived risks’ but harms that are 
being experienced or observed by a significant 
proportion of people across the 47 countries 
surveyed. These findings reinforce the need for 
international cooperation and coordinated action 
to prevent and mitigate AI risks and negative 
impacts. The challenge is doing this in a balanced 
way that does not undermine progress or hinder 
the innovation required to realize the many 
societal benefits of AI. 

The public expect AI regulation at both 
the national and international level.  
Yet the current regulatory landscape  
is falling short of public expectations.

There is a strong public mandate for AI regulation 
to mitigate the societal risks and negative 
impacts of AI: Seventy percent of people believe 
AI regulation is required, including the majority 
in almost all countries surveyed. This broad 
public consensus on the need for regulation 
supports national and international efforts in many 
jurisdictions to develop and implement regulatory 
and governance frameworks to support the safe 
and responsible use of AI.

However, the current regulatory landscape is 
falling short of public expectations: only two in 
five believe that the existing laws and regulation 
governing AI systems in their country are 
adequate. Most people are unaware of laws, 
legislation or government policy that apply to AI. 

These findings reflect that most countries 
and jurisdictions are still in an early stage 
of designing or implementing regulatory 
approaches. While some countries have adaptive 
legislation that may apply to AI (e.g. consumer 
or privacy laws), such laws are absent or weakly 
enforced in some jurisdictions. This suggests 
the need to clarify, develop or strengthen such 
legislation where it is lacking and to educate 
and raise public awareness of applicable laws. 
The importance of effective, fit-for-purpose 
regulation—and awareness of such regulation—
is underscored by our finding that the perceived 
adequacy of AI regulation is a key predictor of 
trust and acceptance of AI systems.

The majority of people expect a multipronged 
national and international regulatory approach 
to AI, with international laws and regulation the 
most endorsed form of regulation and supported 
by a clear majority in all countries. National 
government regulation or a co-regulatory 
approach between government and industry is 
preferred in most countries over self-regulation 
by industry or an independent AI regulator. 
This highlights the public’s expectation that 
government takes a central role in ensuring 
effective governance and regulation of AI, as 
well as the expectation that industry will work 
with regulatory bodies and proactively align 
their governance approach with the evolving 
regulatory landscape.
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There is also a clear mandate for stronger 
regulation of AI-generated misinformation:  
87 percent of respondents want laws to combat 
AI-generated misinformation and expect social 
media and media companies to implement 
stronger fact-checking processes and methods 
that enable people to detect AI-generated 
content. Our findings indicate that AI generated 
misinformation is a key concern globally and is 
undermining trust in online content and raising 
concerns about the integrity of elections. 

AI literacy is lagging AI adoption yet is 
critical for responsible and effective use

Although AI tools are being widely used by the 
public, employees and students, AI literacy 
remains limited; about half of respondents say 
they don’t feel they understand AI nor when or 
how it is used. Half of respondents are unaware 
that AI underpins common applications such as 
social media, despite 90 percent saying they 
use such platforms. This knowledge gap reflects 
that only two in five people report any AI-related 
training or education.

Despite low rates of knowledge and training, 
three in five say they can use AI effectively. 
This likely reflects the easily accessible 
interfaces of many AI systems (e.g. using 
natural language) and low barriers to use. 
While this accessibility has benefits, it also 
risks fostering complacency and overreliance 
if not accompanied by meaningful levels of 
understanding and literacy.

AI literacy is higher in emerging economies, 
where three-quarters believe they can use 
AI effectively, compared to half in advanced 
economies, and half report AI training or education 
compared to a third in advanced economies. 

AI literacy consistently emerges in our findings 
as a cross-cutting enabler: it is associated with 
greater use, trust, acceptance, and critical 
engagement, and more realized benefits from  
AI use including more performance benefits in 
the workplace. 

The pattern of findings underscores that AI 
literacy and training in responsible use is not only 
a personal skillset, but can also be a strategic 
capability for organizations and societies alike, 

enabling people to recognize and seize the 
capabilities of AI while recognizing their limitations 
and guarding against harm. Investing in AI literacy 
is a critical component of ensuring AI is used 
safely, ethically, and to its full potential.

There are notable differences between 
countries with advanced and emerging 
economies: People in emerging 
economies report greater trust, 
acceptance and adoption of AI, higher 
levels of AI literacy, and more realized 
benefits from AI

One of the most striking insights from the survey 
is the stark contrast in use, trust, and attitudes 
toward AI between people in advanced and 
emerging economies. 

People in emerging economies report higher 
adoption and use of AI both at work and for 
personal purposes, are more trusting and 
accepting of AI, and feel more positive about 
its use. They report higher levels of AI training 
and literacy, are more likely to expect and 
realize the benefits of AI, and view AI benefits 
as outweighing the risks. They are also more 
confident in the development and use of AI by 
commercial organizations and big technology 
companies and more likely to view current 
AI regulation and safeguards as adequate, 
compared to people in advanced economies. 
These differences hold even when controlling  
for the effects of age and education. 

These findings suggest that many countries 
with emerging economies are leading the 
way in terms of AI adoption.7 In particular, six 
countries with emerging economies strongly 
and consistently show this pattern—India, China, 
Nigeria, the UAE, Saudi Arabia and Egypt. Of the 
advanced economies, Norway, Israel, Singapore, 
Switzerland and Latvia have comparatively high 
levels of AI adoption, trust, acceptance, and 
positive attitudes toward AI.
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An implication is that these countries may 
be uniquely positioned to rapidly accelerate 
innovation and technological advantage through 
AI. This has implications for global competitive 
dynamics and may create shifts in the economic 
landscape across countries in the future as AI 
becomes a more prominent driver of productivity 
and economic activity. 

Pathways to support the trusted and 
responsible adoption of AI 

Our modeling supports four distinct yet 
complementary pathways to trusted and 
sustained AI adoption: a knowledge pathway 
reflecting the importance of supporting people’s 
AI literacy and efficacy through AI training and 
education; a motivational pathway reflecting 
the importance of deploying AI in a human-
centric way that delivers benefits to people; 
the uncertainty reduction pathway reflecting 
the need to address concerns about the risks 
associated with AI, and an institutional pathway 
reflecting the adequacy of current safeguards, 
regulation and laws to promote safe AI use,  
and confidence in entities to develop and use  
AI in the public interest. 

Of these drivers, the institutional pathway 
had the strongest influence on trust, followed 
by the motivational pathway. This model also 
holds at the organizational level where the 
institutional pathway reflects appropriate levels 
of organizational governance, strategy, and  
training to support AI and its responsible use.

AI adoption has increased markedly 
since 2022, but trust in AI has declined 
and worry has increased

Our research program provided the unique 
opportunity to compare data from the current 
survey with our previous survey data collected from 
17 countries in late 2022, just prior to the release  
of ChatGPT. This comparison revealed a trend  
of less positive attitudes toward AI, as adoption  
has increased.

As expected, adoption of AI in the workplace 
increased dramatically in all 17 countries: employee 
reported organizational use of AI increased from  
34 percent to 71 percent, and employees’ use of AI 
at work increased from 54 percent to 67 percent. 
The largest increases occurred in Australia, 
Canada, the USA, and the UK. 

However, this increased adoption is coupled with a 
trend toward people feeling more concerned about 
and less trusting of AI. People’s perceptions of the 
trustworthiness of AI systems and their willingness 
to rely on AI declined in most countries, as did 
employee trust of AI at work in some countries. 
This decline in trust likely reflects that increased 
use and exposure, particularly to general-purpose 
generative AI tools, has increased awareness of 
both the capabilities and benefits of these tools, 
and also their limitations and potential negative 
impacts (e.g. hallucinations), prompting more 
considered trust and reliance. 

More people report feeling worried about AI 
and concerned about the risks, and fewer view 
the benefits of AI as outweighing the risks. For 
example, in Brazil half of people reported feeling 
worried about AI in 2022 compared to 75% in 
2024, and the view that the benefits of AI outweigh 
the risks fell from 71% to 44%. Excitement also 
dampened over this time in several countries. 

With this increase in concern, the importance of 
organizational assurance mechanisms as a basis 
for trust increased in all countries, suggesting 
a greater need for reassurance that AI is being 
used in a trustworthy and responsible way. 

Attitudes toward the regulation of AI remained 
stable and there was no overall change to the 
perceived adequacy of regulation and laws.

Despite the rapid uptake of AI, we found no 
discernible change in the public’s self-reported 
understanding of AI, or their objective awareness  
of AI use in common applications. 

This pattern of findings suggests that the hype 
of AI may be giving way to a more realistic and 
measured assessment of AI’s capabilities and 
limitations, benefits and risks, and heightened need 
for reassurance around the trustworthy deployment 
of AI and proactive mitigation of AI risks.

Collectively, the survey insights provide 
evidence-based pathways for strengthening the 
responsible use of AI systems and the trusted 
adoption of AI in society and work. These 
insights are relevant for informing responsible 
AI strategy, practice and policy within business, 
government, and education at a national level, 
as well as informing AI guidelines, policy 
and regulation at the international and pan-
governmental level.
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This is the fourth survey in our program of 
research examining public trust and attitudes 
toward AI. Our current report examines the 
perspectives of over 48,000 people from 
47 countries covering all global geographic 
regions, using nationally representative 
sampling of the adult population based on 
age, gender, and regional distribution. Taking 
a global perspective is crucial, given that AI 
systems are not bound by physical borders 
and are rapidly being deployed and used 
across the world. 

Our program of research provided the unique 
opportunity to benchmark and compare the 
findings in this report to our previous survey 
data collected from 17 countries in late 2022, 
just prior to the release of ChatGPT. We 
examine changes in public trust and attitudes 
over time in these 17 countries and highlight 
changes where relevant throughout the report 
(see ‘How we conducted the research’ for 
more details). 

Introduction
The motivation for this research is to provide an evidence-based understanding 
of public trust, attitudes, and experiences of AI, and expectations of its 
governance and regulation, as a resource to inform public policy and industry 
and government practice. 

Given the rapid advancement, widespread deployment and transformative 
impact of AI technologies, it is important to regularly examine public trust, 
attitudes, and expectations of AI. Equally important is documenting how 
people use AI technologies and experience the impacts of AI in their lives, 
work, and studies, and the implications this may have for organizations, 
education providers, and society at large. To date, there has been limited 
empirical insight addressing these critical issues, underscoring the relevance  
of this research in promoting human-centered AI that meets evolving 
societal needs and expectations. 

The Trust in AI 
Research Program

This study is the fourth in a research 
program examining public trust in 
AI. Each study has been designed 
to uphold academic rigor and 
independence, whilst leveraging the 
deep multidisciplinary expertise and 
insight from KPMG. The first focused 
on Australians’ trust in AI in 2020, the 
second expanded the research scope  
to study trust in five countries in 2021, 
and the third surveyed people in  
17 countries in 2022. 
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Our research insights are structured in three 
sections. The first focuses on AI use broadly in 
society examining the public’s use, understanding, 
trust, attitudes and experience of AI systems and 
their impact on society. These insights are based 
on all respondents answering survey questions 
asked about AI systems in general, as well as AI 
use in the context of three common applications 
which are likely to be used by or impact many 
people: generative AI systems, AI in healthcare, 
and AI in Human Resource applications. 

In the second section, we delve deeper 
into understanding how employees use and 
experience AI impacts in the workplace. In the 
third section, we examine student use of AI and 
their perceptions of how AI impacts education. 

Together, these sections provide evidence-based 
insights on the following questions:

•	 To what extent do people use and understand 
AI systems? 

•	 To what extent do people trust and accept  
AI systems?

•	 How do people view and experience the 
benefits and risks of AI? 

•	 What do people expect from the regulation  
and governance of AI? 

•	 What are the key drivers of AI trust and 
acceptance in society?

•	 How is AI being used at work and with what 
impacts?

•	 How is AI being used by students and with 
what impacts?

The final section draws out the key conclusions 
and implications from these insights for industry, 
government, and the education sector. We next 
outline the research methodology.
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How the 
research was 
conducted

48,340 
people completed the survey 
across 47 countries and 
jurisdictions, covering all 
global geographical regions8: 

1.	 North America (Canada, United 
States of America [USA])

2.	 Latin America and Caribbean 
(Argentina, Brazil, Chile, Colombia, 
Costa Rica, Mexico)

3.	 Northern and Western Europe 
(Austria, Belgium, Denmark, Estonia, 
Finland, France, Germany, Ireland, 
Latvia, Lithuania, Netherlands, 
Norway, Sweden, Switzerland,  
United Kingdom [UK])

4.	 Southern Europe (Greece, Italy, 
Portugal, Slovenia, Spain)

5.	 Eastern Europe (Czech Republic, 
Hungary, Poland, Romania, Slovakia)

6.	 Africa (Egypt, Nigeria, South Africa)

7.	 Western Asia (Israel, Saudi Arabia, 
Türkiye, United Arab Emirates [UAE])

8.	 Eastern, Southern and Central Asia 
(China,9 , India, Japan, Republic of 
Korea, Singapore)

9.	 Oceania (Australia, New Zealand)

How the data was collected 

Data was collected in each country between 
November 2024 and mid-January 2025 using  
an online survey. 

Countries were selected based on three criteria: 
1) representation across global regions; 
2) leadership in AI activity and readiness,10 and  
3) diversity on the Responsible AI Index.11  
The sample size in each country ranged from 
1,001 to 1,098 respondents. 

Analysis of the data revealed a distinct pattern 
of findings across countries with emerging 
and advanced economies. We adopted the 
International Monetary Fund’s (IMF) classification 
of advanced and emerging economies. The 
emerging economies surveyed are Argentina, 
Brazil, Chile, China,12 Colombia, Costa Rica, 
Egypt, Hungary, India, Mexico, Nigeria, Poland, 
Romania, Saudi Arabia, South Africa, Türkiye, 
and UAE.

Surveys were conducted in the native language(s) 
of each country with the option to complete 
in English, if preferred. To ensure question 
equivalence across countries, surveys were 
professionally translated and back translated 
from English to each respective language, using 
separate translators. See Appendix 1 for further 
method details. 
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Who completed the survey?

Representative research panels were used  
to ensure the people who completed the  
survey are representative of the population.13 
This approach is common in survey research. 

Samples were nationally representative of  
the adult population on gender, age and regional 
distribution matched against official national 
statistics. In select countries, full representation 
on these criteria was not obtainable (see Appendix 2 
for further details on country sampling). 

Across the total sample, the gender balance  
was 51 percent women, 49 percent men and  
<1 percent other gender identities. The mean age 
was 46 years and ranged between 18 and 95 years. 
Half the sample (51%) had a university education 
and 20 percent a vocational or trade qualification. 

The sample represented the full range of income 
levels, with the majority (72%) reporting middle 
incomes (see Appendix 1 for details of the 
income measure).14

Sixty-seven percent of respondents were currently 
working full-time or part-time. These respondents 
represented the diversity of industries and 
occupational groups listed by the OECD and 
International Labor Organization15 and included 
employees of small, medium, and large organizations, 
business owners, and people who were self-
employed (e.g. sole traders and freelancers).

Five percent of respondents were students, with 
the majority tertiary students enrolled in university 
education (65%) or a vocational, trade or technical 
program (16%), and the remainder in secondary 
education (18%).

Further details of the sample representativeness, 
including the demographic profile for each country 
sample, are shown in Appendix 2.

Gender

51%
Women

49%
Men Other genders

<1%
Age Group

12%
18-24

38%
25-44

32%
45-64

18%
65-95

Education

2%
Primary

4%
Some secondary

23%
Secondary

20%
Vocation/trade

37%
Undergraduate

14%
Postgraduate

Income Group

15% 72% 13%
HighMiddleLow

Work Status

52% 28%
Not working

15%
Working part timeWorking full time

Employment Type Organization Size

77%
Employed by  
an organization

7%
Business owner 
with employees

16%
Self-employed

26%
Small
(2-49 employees)

32%
Medium 
(50-249 employees)

42%
Large 
(250+ employees)

Current Education Program

18%
Secondary education

16%
Vocation or trade

54%
Bachelor’s or equivalent

11%
Postgraduate

1%
Other

5% Students (n=2,499)

Occupation

32%
Professional & skilled

22%
Manager

21%
Administrative

14%
Manual

10%
Services & Sales

1%
Other

67% Employees (n=32,352)
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How we asked about AI

After asking a series of questions about 
respondents’ understanding of AI, the following 
description of AI, adapted from the OECD 
definition,16 was provided: Artificial Intelligence 
(AI) refers to machine-based systems that infer 
from the input they receive and objectives 
provided, how to generate outputs such as 
predictions, content, recommendations, or 
decisions. Different AI systems vary in their 
levels of autonomy and adaptiveness.

As attitudes toward AI systems may depend on 
their purpose and use, survey questions that 
asked about the use of AI systems in society 
referred to one of four AI use cases (randomly 

allocated, see below): Generative AI (used 
to create output and content in response to 
user prompts); Healthcare AI (used to inform 
decisions about how to diagnose and treat 
patients); Human Resources AI (used to inform 
decisions about hiring and promotion); and AI 
systems in general.

These use cases were selected to represent 
AI applications that are widely and increasingly 
used and can impact many people, and were 
developed based on expert input. Respondents 
were provided with a description of the AI 
use case allocated to them, before answering 
questions related to AI systems.

Generative AI

A form of AI used to create 
content such as text, 
images, audio, and video 
based on user prompts. It 
works by processing these 
prompts and generating 
new content based on 
patterns and structures it 
has learned from extensive 
amounts of data. People 
use generative AI for a 
wide range of applications, 
such as writing, 
programming, personalized 
education, administrative 
support, product design 
and development, 
forecasting, and creating 
art and music.

Human Resources AI

An AI system used to help 
select the most suitable 
applicants for a job, 
identify employees who 
are most likely to perform 
well in a job, and predict 
who is most likely to quit. 
It works by collecting 
and comparing worker 
characteristics, employee 
data, and performance over 
time, and analyzing which 
qualities are related to 
better job performance and 
job retention. Managers 
use Human Resources AI 
to inform decisions about 
hiring and promotion.

Healthcare AI

An AI system used to 
improve the diagnosis 
of disease (e.g. cancer), 
inform the best treatment 
options, and predict health 
outcomes based on patient 
data. It works by comparing 
a patient’s health data (e.g. 
symptoms, test and scan 
results, medical history, 
family history, age, weight 
and gender, etc.) to large 
datasets based on many 
patients. Doctors use 
Healthcare AI to inform 
decisions about patient 
diagnosis and treatment.
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How the data was analyzed

Statistical analyses were conducted to examine 
differences between countries and economic 
groups (e.g. countries with advanced and 
emerging economies, as classified by the 
IMF), and demographic factors (e.g. gender, 
age, education, income, occupation). Relevant 
differences are reported when statistically 
significant and meaningful. Correlational analyses 
and statistical models indicate associations 
between concepts and do not infer causality. 
Further details of the statistical procedures are 
discussed in Appendix 1. An overview of key 
indicators for each country sample are shown  
in Appendix 3.

How changes in trust, use and attitudes 
over time were assessed 

To understand how trust, use, and attitudes 
toward AI have shifted over time, a selection  
of questions was asked in the same way in  
the 2022 and 2024 surveys.

The 2022 survey included 17 countries: 
Australia, Brazil, Canada, China, Estonia, 
Finland, France, Germany, India, Israel, Japan, 
Netherlands, Singapore, South Africa, Korea,  
the UK, and the USA.17

While the samples collected in 2022 and 2024 
are based on the same methodology and sample 
representativeness, they are independent of each 
other. As such, our analyses examine general 
trends rather than a longitudinal analysis of the 
same respondents over time. Relevant insights 
on these changes are highlighted in call-out 
boxes throughout the report (for an overview,  
see Appendix 4).
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Public attitudes 
towards AI

SECTION ONE

In this first section, we examine the public’s adoption and 
understanding of AI and their trust, acceptance, and emotions 
towards the use of AI systems in society. We explore people’s 
expectations and experience of positive and negative impacts 
from AI systems, how they view the benefits relative to the risks, 
and expectations of AI regulation and governance. We test a 
model identifying key predictors of AI trust and acceptance and 
explore how people from various demographic groups differ in 
their attitudes toward and use of AI.
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To what extent do people use  
and understand AI systems? 
To contextualize the findings and provide an indicator of overall public 
adoption of AI and AI literacy levels, we first examine people’s use and 
understanding of AI systems and how this varies across countries.  
To identify levels of AI literacy, survey participants self-reported their  
level of AI knowledge and efficacy together with AI-related education  
and training. They were also asked about their objective understanding  
of AI use in common technologies and interest in learning more about AI.

In subsequent sections of the report, employees’ and students’ use of AI 
at work and for educational purposes are examined in more detail, together 
with organizational support for AI literacy.

Public adoption of AI is high: Two in  
three people report intentional regular 
use of AI tools for either personal, 
work, or study purposes

People were asked to report how often  
they intentionally use AI tools, clarifying  
that this use is different from the passive 
use of AI (e.g. when AI operates behind  
the scenes in tools such as email filters  
and search engines).

Two thirds of people (66%) report 
intentionally using AI on a regular basis  
for personal, work, or study reasons. As 
shown in Figure 1, two in five (38%) people 
report using AI on a weekly or daily basis, 
whereas just over a quarter (28%) use AI 
semi-regularly (i.e. every month or every  
few months). One-third (34%) rarely or  
never intentionally use AI. 

Three in five (59%) use AI at least semi-
regularly for personal purposes, with those 
not working or studying much less likely to 
use AI (only 37%). Three in five (58%) people 
who work intentionally use AI regularly for 
work purposes, while four in five (83%) 
students regularly use AI in their studies. 

This high level of adoption reflects the 
ease with which AI systems—particularly 
general-purpose generative AI tools—can 
be accessed and used by a diverse range 
of people and applied to a broad variety of 
tasks. This sets AI apart from many other 
advanced technologies that have greater 
barriers and constraints on access and 
use by individuals. 

38%
of people report  
using AI on a weekly  
or daily basis. 
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There are notable differences across 
countries in people’s adoption of AI, with 
emerging economies leading the way

There is a distinct pattern of findings between 
countries with advanced and emerging 
economies, with the use of AI tools notably 
higher in countries with emerging economies.  
On average, four in five (80%) people in emerging 
economies intentionally use AI tools on a regular 
or semi-regular basis, compared to three in five 
(58%) in advanced economies.

As shown in Figure 2, levels of AI use in most 
emerging economies exceed 70 percent of the 
population, with India and Nigeria reporting the 
highest regular or semi-regular usage (92%). Two 
emerging economies located in Eastern Europe—
Hungary and Romania—have notably lower AI 
use compared to the other emerging economies.

In contrast, AI use levels in most advanced 
economies fall below 70 percent of the population, 
with the lowest usage reported in the Netherlands 
(43%) and the highest in Singapore (73%). 

 

Figure 1: Frequency of intentional use of AI tools for personal, work, 
or study purposes

% Overall AI use

‘In your personal life (work/studies), how often do you intentionally use AI tools, including generative 
AI tools?'

Daily = ‘most days’ or ‘multiple times a day’

20

14
15

13

17

21

Never Few times 
a year

Every few 
months

Monthly Weekly Daily
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Figure 2: Regular use of AI systems across countries
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Most people have no AI training and half 
don’t feel they understand AI, yet 3 in 5 
believe they can use AI effectively

Despite high levels of adoption, the majority of 
people report they have not received any form of 
AI training or education. Only two in five (39%) 
report some form of AI training, such as work-
based AI training, formal or informal AI training 
outside of work, or completing a university-level 
course related to AI (such as computer science 
or data analytics; see Figure 3).

In line with these low levels of AI training, 
almost half (48%) report limited knowledge 
about AI, indicating that they do not feel they 
understand AI nor when or how it is used.18  
As shown in Figure 4, only one in five people 
report high levels of knowledge, and about a 
third report a moderate level.

Despite low levels of AI education, training and 
knowledge, 60 percent of people believe they 
can use AI effectively. This includes their ability to 
choose, use and communicate with AI systems 
to support everyday activities, and evaluate the 
accuracy of AI output (see Figure 5). This is likely 
because many AI tools and systems are designed 

to be intuitive to use and accessible to a broad 
range of people (via a mobile phone application,  
for example, and by using natural language to 
make requests), enabling these tools to be used 
widely with limited or no training. For example, AI 
voice assistants can be used simply by conversing 
with these tools. 

Figure 3: AI-related training or education

% AI training

% No AI training
39

61

Figure 4: Self-reported AI knowledge

% Low

% Moderate

% High
48

31

21

‘To what extent do you...
(a) Feel you know about AI?
(b) Feel informed about how AI is used?
(c) Think you understand when AI is being used?
(d) Feel you have the skills and knowledge necessary 
to use AI tools appropriately?’

% Low = 'Not at all' or 'To a small extent’
% High = ‘To a large extent' or 'To a very large extent' 

Figure 5: Self-reported AI efficacy 

% Disagree % Neutral % Agree

‘To what extent do you agree with the following? I can…’

% Disagree = 'Strongly disagree', 'Disagree', 'Somewhat disagree'
% Agree = 'Somewhat agree', 'Agree', 'Strongly agree'

24 21 55Evaluate the accuracy of AI responses 

23 18 59Choose the most appropriate AI tool for a task  

21 19 60Communicate effectively with AI applications

21 17 62
Skillfully use AI applications to help with daily work

or activities

21 19 60AI efficacy overall  
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AI training, knowledge, and efficacy  
are lowest in the advanced economies

In line with the distinct differences in the use 
of AI across economic groups, there are also 
pronounced differences between advanced and 
emerging economies when it comes to levels of 
AI training, knowledge, and efficacy. 

As shown in Figure 6, half of the people surveyed 
in emerging economies report having completed 
AI-related training or education, compared 
to less than a third in advanced economies. 
Similarly, almost two-thirds of people in emerging 
economies report moderate or high knowledge 
about AI, compared to less than half in advanced 
economies. Around three-quarters of those in the 
emerging economies feel they can use AI tools 
and systems effectively, compared to only half in 
advanced economies.

% Global % Emerging Economy% Advanced Economy

39

52

60

32

46

5150

64

74

AI training AI knowledge AI efficacy

Figure 6: AI training, knowledge and AI efficacy across economic groups 

As shown in Figure 7, AI training, knowledge, 
and efficacy are particularly high in Nigeria, 
Egypt, the UAE, India, China and Saudi Arabia. 
These six countries also rate highest on AI 
use (see Figure 2). In contrast, AI training and 
knowledge are particularly low in Germany,  
the Czech Republic and Japan. 
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% AI knowledge = ‘% To a moderate extent’, ‘% To a large extent’, ‘% To a very large extent’
% AI efficacy = ‘% Somewhat agree’, ‘% Agree’, ‘% Strongly agree’
% AI training = ‘% Selected University level course in AI’, ‘% Selected Work-based training’, 
or ‘% Selected Formal or informal training outside work’
Bolding indicates countries with emerging economies. Ordered by AI training.
 

Figure 7: AI knowledge, efficacy, and training across countries
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A third are unaware that AI enables 
common applications they use: half 
don’t know AI is used in social media

As an indicator of people’s objective awareness 
of AI use, respondents were asked if they use 
the three common technologies shown in Figure 
8, and whether these technologies are enabled 
by AI (i.e. whether these technologies rely on 
AI to function). Seventy-nine percent of people 
use these common AI-enabled technologies—
highlighting the prevalence of AI technologies 
in people’s lives—but over a third (36%) are 
unaware that these technologies use AI. 

Use of the technology does not necessarily 
translate into an increased understanding of 
whether AI is part of it. For example, while the 

Self-reported understanding of AI has not changed over time and many are still 
unaware that AI is used in common applications like social media 

Despite the rapid uptake of AI since 2022, there has been no overall substantive change in self-
reported knowledge of AI (M=2.6 in 2022; M=2.6 in 2024). However, increases were found in 
four countries, Estonia, Brazil, China and South Africa, with the largest increases in Estonia (26% 
vs. 50%, M=2.1 vs. 2.8) and Brazil (38% vs. 63%, M=2.5 vs. 3.0).

Although use of AI in common technologies such as social media, facial recognition, and virtual 
assistants has tended to remain constant or increased in most countries, many are still unaware that 
these technologies rely on AI to function. For example, social media use has remained constant and 
high over time across countries (88% use at both time points), yet many are still unaware that 
AI is used in social media platforms (2022: 44% vs. 2024: 46%). 

 

Figure 8: Use of common technologies and awareness that they involve AI
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‘For each technology below, please indicate if you have used it and if it uses AI’
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majority (90%) of the sample reports using social 
media, nearly half (47%) of all respondents are 
unaware of AI’s role in social media. As shown in 
Figure 8, this pattern of using technology without 
realizing it relies on AI is particularly strong for 
social media, but also evident in facial recognition 
and virtual assistants—prompting the question of 
whether the awareness of AI’s central role in these 
technologies would change how people engage 
with them.

People in emerging economies are more likely 
to be aware that AI is used in these technologies 
than those in advanced countries (70% vs. 
61%), and they are also more likely to use these 
common AI-enabled technologies (88% vs. 74%). 
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Four in five want to learn more about 
AI, with interest highest in emerging 
economies

Most people (83%) are interested in learning 
more about AI, ranging from almost all (97%)  
in Nigeria to three in five (59%) in Australia. 

In most emerging economies, over 90 percent 
of people express a desire to learn more about 
AI. In contrast, respondents in seven advanced 
economies (Australia, New Zealand, the USA, 
Canada, the UK, Japan and Finland) have 
considerably lower interest (ranging from 59-
67%), compared to other countries. Australia 
and Finland are notably low, with two in five 
(41%) people reporting no or low interest in 
learning more about AI. 

In summary

Taken together, these findings indicate high rates of AI adoption by the 
public, coupled with comparably low levels of AI training and literacy. Low 
levels of AI literacy may limit people’s ability to recognize the capabilities 
and applications of AI and thus fully realize benefits, and importantly, the 
ability to recognize the limitations of AI systems, critically evaluate their 
outputs, and guard against harm. For instance, social media users that 
are unaware of how algorithms shape content may fail to question the 
credibility or biases of algorithmically curated content and face increased 
vulnerability to misinformation and manipulation. 

The findings also reveal accelerated uptake of AI tools and higher levels 
of AI literacy amongst people in emerging economies compared to 
advanced economies. This may be explained in part by the increasingly 
important role that emerging and transformative technologies play in 
the economic development of these countries.19 As discussed in the 
next sections, people in emerging economies also tend to be more 
trusting, accepting, and positive about AI and experience the most 
benefits from its use, compared to those in advanced economies.

In most emerging  
economies, over 

90%
of people express a desire  
to learn more about AI 

People with AI knowledge and efficacy tend 
to be more interested in learning more about 
AI (r=.48), suggesting a virtuous cycle where 
those who are already knowledgeable and 
confident in using AI are more eager to 
learn and thus more likely to deepen their 
understanding further. In contrast, those  
with low knowledge and efficacy may fall 
further behind.
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To what extent do people trust  
and accept AI systems?
To answer this question, respondents were asked about their trust and 
acceptance of a range of AI systems, and the extent to which they perceive 
them to be trustworthy. They were also asked about the emotions they feel 
when it comes to AI applications.

Our approach to measuring trust in AI aligns with the following common 
definition of trust: a willingness to be vulnerable to an AI system (e.g. by 
relying on system recommendations or output or sharing personal data) 
based on positive expectations of how the system will operate (such as 
accuracy, helpfulness, data privacy and security).20 

People have more trust in the technical 
ability of AI systems to provide a helpful 
service but are more skeptical of its 
safety, security and impact on people

While most people use AI tools, many people 
have reservations about the trustworthiness of 
AI systems and their use in society. 

On average, 58 percent of people view AI 
systems as trustworthy.21 People have more faith 
in the technical ability of AI systems to provide 
accurate and reliable output and services (65%) 
than in their safety, security, impact on people, 
and ethical soundness (e.g. that they are fair,  
do no harm, and uphold privacy rights; 52%).

This difference is consistent across countries, 
as shown in Figure 9. To illustrate, in Finland—a 
country where trustworthiness is very low—half 
of the respondents view AI systems as providing 
a helpful service, yet only a third agree that 
these systems are safe and secure to use. By 
contrast, in Egypt—where AI is perceived as highly 
trustworthy—83 percent believe AI systems are 
accurate and provide a helpful service, while 72 
percent agree that they are safe and secure to use.

Trust is important because it underpins the 
acceptance and sustained adoption of AI. 
This is confirmed by our research: trust is 
associated with the acceptance and approval 
of AI systems (r=.70) and the use of AI (r=.48). 
People who trust AI systems are more likely  
to use them frequently.

How trust in AI was measured

To understand how people view the 
trustworthiness of AI systems, we asked about 
two key components: the technical ability of AI 
(e.g. to provide accurate and reliable output and a 
helpful service), and safe and ethical use (e.g. to 
be safe and secure to use and ethically sound).

We also examined two primary ways people 
demonstrate trust in AI systems: Reliance 
assesses people’s willingness to rely on an AI 
system’s output, such as a recommendation 
or decision (i.e. to trust that it is accurate). 
Information sharing relates to the willingness 
to share information or data with an AI system 
(e.g. to provide personal information to enable 
the system to work or perform a service).
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% Agree = 'Somewhat agree', 'Agree', 'Strongly agree'. Ordered by perceived trustworthiness. 
Bolding indicates countries with emerging economies.

Figure 9: Perceptions of the trustworthiness of AI systems
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Most people are ambivalent or unwilling 
to trust AI systems but accept their use

The concern about the safety and security of AI 
and its impact on people helps explain why a little 
over half (54%) of people are wary about trusting 
AI systems, reporting either ambivalence or an 
unwillingness to trust (see Figure 10). Only 46 
percent are willing to trust AI systems.

As people’s trust in AI may vary depending on the 
application of AI, we asked about trust in different 
AI use cases. As shown in Figure 10, there are 
similar levels of trust in generative AI tools, AI use 
in Human Resources, and AI systems in general 
(42-45% are willing to trust, Ms=3.9-4.0). 

One difference is that people are more trusting 
of AI use in healthcare (52% willing, M=4.3), 
with healthcare the most trusted application in 
42 of the 47 countries surveyed (see Figure 11). 

This difference likely reflects the direct benefit 
that increased precision of medical diagnoses 
and treatments affords people, combined 
with generally high levels of trust in medical 
professionals in most countries.22 These findings 
reinforce that people’s trust of AI systems is 
contextual and can depend on the use case 
and their confidence in the organization that is 
deploying the AI system. 

Most people report low or moderate acceptance 
and approval of the use of AI systems (see 
Figure 10), with moderate acceptance indicating 
a level of ambivalence in their acceptance of AI 
use. In contrast, a third report high acceptance 
and approval. Taken together, these findings 
show that the majority (72%) have at least some  
level of acceptance of AI use.

35 19 46

30 18 52Healthcare AI

39 19 42Human Resources AI

37 19 44Generative AI

36 19 45AI in general

Trust in AI overall

% Unwilling to trust % Ambivalent % Willing to trust

% Unwilling to trust = 'Somewhat unwilling', 'Unwilling', or 'Completely Unwilling'
% Ambivalent = 'Neither willing nor unwilling'
% Willing to trust = 'Somewhat willing', 'Willing', or 'Completely willing'

Figure 10: Trust and acceptance of AI systems
‘How willing are you to trust AI [specific application]?’ 

% Low acceptance = 'Not at all' or 'Slightly'
% High acceptance = 'Highly' or 'Completely'

28 33Acceptance

‘To what extent do you accept/approve the use of AI [specific application]?’

%Low acceptance %Moderate %High acceptance
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% Willing to trust based on ‘Somewhat willing’, ’Mostly willing’ and ‘Completely willing’. Ordered by % Willing. 
Bolding indicates countries with emerging economies.

Figure 11: Trust in AI applications across countries
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Trust and acceptance of AI is lower in 
advanced economies

As shown in Figure 12, trust and acceptance of 
AI systems are consistently lower in advanced 
economies compared to emerging economies. 
In advanced economies, two in five are willing to 
trust AI systems by relying on their output and 
sharing information with these systems. Half view 
AI systems as trustworthy, and two-thirds report  
at least moderate levels of acceptance. 

In contrast, people in emerging economies have 
more trust in AI systems, view them as more 
trustworthy, and have higher levels of acceptance 
and approval of their use. It is notable, however, 
that 43 percent of people in emerging economies 
remain ambivalent or unwilling to trust AI 
systems, highlighting that trust cannot be taken 
for granted.

To illustrate this distinction at the country level, 
as shown in Figure 13, over half of the people 
surveyed trust AI systems in 12 of the 17 
emerging economies (ranging from  

41 percent in Poland to 79 percent in Nigeria). 
Trust and acceptance are particularly high in the 
six emerging economies of Nigeria, India, Egypt, 
China, the UAE, and Saudi Arabia—with over  
60 percent of people willing to trust AI and at 
least 49 percent reporting high acceptance.  
These countries also have the highest levels  
of AI use and AI literacy, as previously reported.

In contrast, less than half trust AI systems in 25 
of the 29 advanced economies. Of the advanced 
economies, trust is highest in Norway,23 Spain, 
Israel, and Singapore (all over 50 percent willing 
to trust). In contrast, Finland and Japan rate the 
lowest on trust (25-28%) while New Zealand and 
Australia (15-17% high acceptance) rank lowest 
on acceptance. 

The higher trust and acceptance of AI in emerging 
economies is reflected in the accelerated uptake 
of AI in these countries.24

Trust = % 'Somewhat willing', 'Mostly willing', 'Completely willing'
Trustworthy = % 'Somewhat agree', 'Agree', 'Strongly agree' trustworthy
Acceptance = % 'Moderately', 'Highly', 'Completely' accept 

% Global % Emerging Economy

Figure 12: Trust and acceptance of AI systems across economic groups
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% Trust = ‘Somewhat willing’, ‘Mostly willing’ or ‘Completely willing’
% High acceptance = 'Highly' or 'Completely’
Bolding indicates countries with emerging economies.

% Trust % High Acceptance

Figure 13: Trust and acceptance of AI systems across countries
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People have mixed emotions about AI: 
both optimism and worry prevail

People feel a range of emotions about AI 
applications. As shown in Figure 14, the majority 
feel optimistic and excited, while also worried— 
demonstrating a degree of emotional ambivalence.

People in emerging economies report more 
positive emotions toward AI and a clear 
divergence between positive and negative 

sentiment. Optimism and excitement are 
dominant emotions in emerging economies, 
experienced by 74-82 percent of people. 
Significantly fewer (56%) feel worried.

In contrast, people in advanced economies feel 
both worried and optimistic in almost equal 
measure (61-64%), with just over half (51%) 
feeling excited.

Each emotion was measured on a 5-point scale, with the above figure displaying % Moderate to High = ‘Moderately’, 
‘Very’ or ‘Extremely’

Figure 14: Emotions associated with AI

% Global % Emerging Economy% Advanced Economy

68

61 6061
64

51

82

56

74

Optimistic Worried Excited

'In thinking about AI [specific application], to what extent do you feel…'

are excited. In contrast, over 80 percent of people 
in China feel optimistic and excited about AI 
applications, while only 43 percent feel worried. 

At least half of respondents feel worried about  
AI in all but three countries, underscoring that 
worry about AI often coexists with optimism  
and excitement in many countries.

Reinforcing this pattern, Figure 15 shows 
emotions about AI applications at the country 
level. People in many advanced economies feel 
more worried than optimistic or excited, whereas 
optimism and excitement dominate in most 
emerging economies. To illustrate, 70 percent of 
people in Japan feel worried and only 37 percent 
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Figure 15: Emotions toward AI across countries
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Bolding indicates countries with emerging economies.
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Trust in AI systems has decreased  
over time and worry has increased

The perceived trustworthiness of AI systems 
decreased over time from 63 percent of people 
viewing AI systems as trustworthy in 2022  
to 56 percent in 2024 (M=4.8 vs. M=4.6; 
see Figure 16). This demonstrates that many 
are feeling less positive about the ability of 
AI systems to provide accurate and reliable 
output, and be safe, secure and ethical to use. 
Perceived trustworthiness decreased in 13 of the 
17 countries, with the largest decreases in Israel 
(68% to 52%) and South Africa (76% vs. 62%).

Similarly, people’s willingness to rely on AI 
systems decreased on average from 52 percent 
in 2022 to 43 percent in 2024 (M=4.3 vs. 
M=4.0; see Figure 16), with decreases in 12 of 
the 17 countries. The largest decreases occurred 
in Japan (43% to 21%) and Brazil (67% to 53%). 

This likely reflects that with increased use and 
exposure to AI systems, people have become more 
aware of their capabilities and limitations, prompting 
a more considered reliance on these tools. 

Over this same period, there is a striking increase 
in the number of people feeling worried about 
AI systems, rising from almost half (49%) of 
respondents in 2022 to 62 percent in 2024 (M=2.4 
to M=3.0). This increase was found in 15 of the  
17 countries, with the largest increases in Brazil  
(49% in 2022 vs. 75% in 2024) together with 
Israel, Estonia, the Netherlands and Finland 
(ranging from 21-26% increase in worry).

In 11 of the 17 countries, people also feel less 
excited about AI systems, with the largest 
difference in France, where just 35 percent feel 
excited about AI in 2024 (M=2.0) compared to  
58 percent in 2022 (M=2.6). The only country 
where excitement increased is Korea, where  
75 percent report feeling excited in 2024, compared 
to 57 percent in 2022 (M=3.2 vs. M=2.5).

Figure 16: Trust of AI systems and 
worry about AI in 2022 and 2024
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In summary

Overall, the findings reveal considerable ambivalence toward the use 
of AI systems in society, stemming from the tension that people are 
less trusting of the safety and security of using AI systems and their 
impact on society, but are more trusting of their technical ability to 
provide a helpful service. This tension is reflected in low and ambivalent 
trust of AI, moderate acceptance, and the coexistence of optimism with 
worry, particularly for people in advanced economies. Moreover, trust in 
AI has declined over time, while worry has increased. The next section 
examines how this ambivalent trust is shaped by perceptions and 
experiences of the benefits and risks of AI systems.
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How do people view and experience  
the benefits and risks of AI?
To help answer this question, we asked the extent to which people perceive 
and have observed or experienced beneficial or negative outcomes from AI, 
and if they feel the benefits of AI applications outweigh the risks.

People expect and are experiencing  
a broad range of benefits from AI 

Most people (83%) believe the use of AI will 
result in a wide range of benefits, as shown  
in Figure 17. Importantly, 73 percent of people 
are personally experiencing or observing  
these benefits.25

The most commonly expected benefits are 
also some of the most realized, with over three 
quarters reporting they have experienced or 
observed improved efficiency and effectiveness, 
reduced time spent on mundane or repetitive 
tasks and improved levels of accessibility to 
information or services.26 Increased fairness 
due to the use of AI (e.g. by reducing human 
bias) is the least commonly realized benefit,  
but it is still experienced or observed by over 
half of respondents (54%).

The utility of AI and people’s lived experience 
of its benefits help explain the widespread 
use, adoption and qualified acceptance of 
AI technologies, despite the trust concerns. 
The positive benefits experienced are largely 
performance oriented—in line with our finding 
that people are more trusting of AI’s ability to 
provide a helpful service and output.

People who expect and experience or observe 
benefits from AI are more likely to trust (r=.42-
.57), accept (r=.41-.63), and use AI (r=.40-.41). 
They are also more likely to have AI training or 
education (r=.25), AI knowledge (r=.31-.38),  
and AI efficacy (r=.38-.45).

73%
are personally experiencing  
or observing benefits of AI.
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Figure 17: Expected and experienced benefits of AI use
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Innovation

People in emerging economies are  
more likely to expect and realize the 
benefits of AI

Ninety percent of people in emerging economies 
expect benefits from AI applications, compared 
to 79 percent in advanced economies. As shown 
in Figure 18, people in emerging economies have 
the most positive expectations of the benefits of 
AI. For instance, 95 percent of people in Nigeria 
expect a wide range of benefits. In contrast, fewer 
people expect benefits from AI in several advanced 
economies, particularly Australia, Canada, Finland, 
Japan, New Zealand, the UK and the USA.

The majority of people in emerging economies are 
also more likely to have observed or experienced 
AI benefits (82% vs. 65% in advanced economies). 
The largest differences between economies relate 
to the benefits of increased fairness (66% vs 43%), 
enhanced creativity (80% vs 59%), and improved 
outcomes for people (84% vs 64%).

AI systems may be perceived and experienced as 
more beneficial in emerging economies because 
of their ability to fill critical resource gaps and 
provide greater relative opportunities to people. 
For instance, the use of AI systems in healthcare 
has the potential to enhance service delivery and 
improve health outcomes in areas where there is 
limited access to medical professionals.
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Figure 18: Expected benefits of AI across countries
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Based on % Yes. Ordered by ‘Reduced time spent on repetitive or mundane tasks’. 
Bolding indicates countries with emerging economies.

Figure 19: Experienced benefits of AI across countries
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People are concerned about a range of 
negative outcomes from AI use and two in 
five are experiencing negative outcomes

While many of those surveyed are experiencing 
significant benefits from AI use, the majority 
(79%) are also concerned about a broad range 
of risks and negative outcomes from AI use (see 
Figure 20). Many of these risks are at the societal 
level, impacting society broadly rather than having 
isolated impacts on the individuals who use AI.27 

Cybersecurity risk (e.g. from hacking or malware) 
is a dominant concern raised by 85 percent 
of people, together with the loss of human 
interaction and connection (e.g. losing the option 
to speak with a human service provider). Other 
risks raised by over 80 percent of people include 
misinformation and disinformation (e.g. AI used 
to spread misleading or false information and 
deepfakes), manipulation or harmful use, loss  
of privacy or intellectual property (IP), deskilling 
and dependency, and job loss. 

In comparison, people are less concerned about 
the risk of bias or unfair treatment from AI use 
or the environmental impact (68-69%). This may 
reflect a lack of awareness of the potential for AI 
systems to codify existing biases in datasets, and 
the high energy usage required to develop some 
AI systems and power the data centers they rely 
on. Although the percentages are lower, bias and 
environmental impact remain clear concerns for 
more than two thirds of people.

In addition to being concerned about the risks 
of AI applications, two in five have personally 
experienced or observed these negative 
outcomes (43%; see Figure 20). The loss of 
human interaction and connection, inaccurate 
outcomes, and misinformation and disinformation 
are the most commonly experienced negative 
outcomes from AI (52-55%). Bias or unfair 
treatment is the least commonly experienced or 
observed outcome, but it was still experienced  
by almost a third of people.

Figure 20: Perceived risks and experienced negative outcomes from AI use
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‘How concerned are you about these potential negative outcomes of AI [specific application]?’

% Low = 'Not at all' or 'To a small extent’
% Moderate to High = 'To a moderate extent’, 'To a large extent' or 'To a very large extent'  
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The risks of AI are viewed and experienced 
in a comparable way across countries

In contrast to the differences across countries in 
how people view the benefits of AI, there are few 
differences across countries in people’s concerns 
about the risks: the same proportion of people 
are concerned about negative outcomes from AI 
in both advanced and emerging economies (79% 
and 78%, respectively) and the majority of people 
in all countries report moderate or high concern 
about these risks (ranging from 67% in China to 
87% in Greece). 

As shown in Figure 21, the top concerns in 
almost all countries are either cybersecurity risks 
or the loss of human connection. China, Egypt, 
Nigeria, Saudi Arabia and South Africa are the 
exceptions, where job loss is the primary or an 
equal concern. There are also commonalities in 
what people are least concerned about, with 
either the environmental impacts of AI or the 
potential risk of bias from AI ranking last in  
every country. 

The experience or observation of negative 
outcomes is also similar across economies 
(Emerging: 46% vs. Advanced: 40%). However, 
as shown in Figure 22, there is a trend for people 
in emerging economies to be more likely to have 
experienced or observed job loss due to AI  
(46% vs. 34% in advanced economies). 

People in emerging economies are 
more likely to believe the benefits of AI 
outweigh the risks: opinion is divided in 
advanced countries

Globally, 42 percent of people believe the 
benefits of AI outweigh the risks, compared to 
32 percent who believe the risks outweigh the 
benefits, and 26 percent who believe benefits 
and risks are balanced. This aligns with the 
finding that more people report experiencing 
benefits from AI than negative outcomes.

However, there are significant country 
differences in how people perceive the balance 
between AI risks and benefits. Half of people in 
emerging economies believe benefits outweigh 
risks, but opinions are more divided in advanced 
economies, where 38 percent believe the 
benefits outweigh risks and an almost equal 
number (37%) believe the risks outweigh the 
benefits. This aligns with the previously reported 
finding that more people in emerging economies 
expect and experience benefits from AI.

As shown in Figure 23, over 60 percent believe 
benefits outweigh risks in Nigeria, China, and 
Egypt (from 61% in Egypt to 74% in Nigeria).  
In contrast, a third or less agree that the 
benefits outweigh the risks in Australia,  
New Zealand, the Netherlands, Sweden, 
Finland, Canada, Ireland, and France. 

Although perspectives on AI vary across 
economies, in no country does the belief that 
AI risks outweigh the benefits reach 50 percent. 
This suggests that, despite concerns, most 
people in all countries acknowledge the benefits 
of AI systems. 
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Figure 21: Concerns about the risks of AI across countries
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